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Abstract— Automatic speech recognition (ASR) systems work 
well when trained for a number of specific speakers. However, 
in most applications there are multiple speakers and they are 
unknown to the system; performance of ASR system may be 
degraded because of such speaker variations. This paper 
examines the use of minimum classification error (MCE) as a 
preprocessing operation to improve the performance of 
conventional MLLR (Maximum Likelihood Linear Regression) 
adaptation. MCE applies its effect by providing better 
classified components for regression tree in the case of making 
regression tree on the basis of acoustic space. In this case, 
distribution of Gaussians will be more smoothing in regression 
classes. Experimental results on TIMIT database show that 
0.42%-0.58% relative improvement is achieved in phoneme 
recognition rate using our proposed method. 

Keywords- speaker adaptation; regression class trees; 
minimum classification error. 

I.  INTRODUCTION 

In speaker-independent speech recognition systems, 
recognition accuracy varies considerably from speaker to 
speaker, and performance may be significantly degraded for 
outlier speakers such as nonnative talkers. Maximum 
likelihood linear regression (MLLR) adaptation has proven 
to be an effective speaker adaptation technique in the 
presence of limited adaptation data [1]. A set of linear 
transformations for the mean (and, possibly, variance) 
parameters of a mixture Gaussian HMM system is estimated 
such that the likelihood of the adaptation data is maximized. 

Furthermore, the MLLR transforms themselves may be 
used as features for speaker modeling purposes, e.g., in 
speaker recognition [2]. It is shown that speaker-clustering 
procedure that models speaker variability by partitioning a 
large corpus of speakers in the eigenspace of their MLLR 
transformations and learning cluster-specific regression class 
tree structures leads to reduction in overall word error rates 
in automatic speech recognition systems [3]. 

To improve the performance of MLLR adaptation many 
efforts has been done in optimizing and developing 
regression trees. In [4] it has been attempted to arrive at 
regression class trees that are closer to the maximum 
likelihood solution by employing an iterative procedure 

starting from an initial acoustic clustering. However, 
unfortunately no improvements in error rate have been 
observed; it is shown that correlation is a good criterion for 
making regression class trees[5]. Two approaches to the 
design of regression class trees are common practice [5]: 

1) Phonetic knowledge: Here, expert knowledge is used 
to decide which components are to be transformed together. 
The components are split according to broad phonetic classes 
(e.g., nasals, glides) or, at a lower level, into phones.  

2) Acoustic space: Components are clustered according 
to how close they are in acoustic space, irrespective of which 
phone they belong to. This has the advantage of being a 
“data-driven” approach with no need for expert knowledge. 
However, the resulting classes usually cannot be assigned a 
phonetic identity. 

In this paper we are about to explain the improvement 
achieved by using minimum classification error in MLLR 
adaptation. Minimum classification error is a well-known 
discriminative method used for both feature transformations 
and classifier training [6]. Using MCE in adaptation of 
parameters of Gaussian mixture continuous density HMM 
was first reported in [7]. In [7], the gradient probabilistic 
descent (GPD) algorithm was directly applied to adapt the 
linear regression matrices and MCE is used as an alternative 
for maximum likelihood to estimate transformation matrix.  

In this study MCE is used to improve classification of 
Gaussian mixture components in regression class trees in the 
case of classifying according to acoustic space. When the 
regression class tree is made on the basis of acoustic space, 
MCE improves MLLR adaptation by smoothing the 
distribution of Gaussians in different classes. 

The remainder of paper is organized as follows. In 
Section 2, MLLR is explained briefly. Section 3 describes 
MCE algorithm. Section 4 introduces our proposed method. 
Section 5 contains our experimental results. Finaly, Section 6 
includes the conclusion. 

II. MAXIMUM LIKELIHOOD LINEAR REGRESSION 

In MLLR Adaptation it is assumed that a new mean 
vector ̂  is related to its baseline mean value   by linear 
regression. For an arbitrary regression class m, the relation is 
given by the multiplication matrix 

mW , and shift vector mb  
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 mm bW  ̂ 

mW is estimated to maximize the likelihood of adaptation 

data according to following equation 
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Where R is a number of Gaussians in class k, T is the length 
of observation  TtT oooO ,...,,...,1  ,  is a prior 

probability and C  is covariance matrix[1]. 

III. MINIMUM CLASSIFICATION ERROR 

The main idea behind the MCE algorithm is to optimize 
an empirical error rate on the training set to improve the 
overall recognition rate. The MCE method has also been 
used for obtaining feature space transformations [8]. In this 
approach a cost function like equation (3) is used: 
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Where, F stands for the feature extraction parameters, I is 
the number of classes, η is cluster weighting which is tuned 
empirically.  FOgi , generates logarithm likelihood for 

observation O . 
In the MCE methods, our object is to minimize the cost 

function (3). We define a cost function that maps the 
misclassification measure between zero and one. For this 
purpose, we select sigmoid function as the cost function 
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Where, ),( FOdk is as in (3), and   is a tuning parameter 

greater than one. Obviously, when ),( FOdk
 is smaller than 

zero in equation (3), implying an accurate classification, 
),( FOlk

will be close to zero indicating no loss. For an 

observation,O , the total classification error is computed by 
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The transformation matrix can now be computed using the 
gradient descent method for function L 

W
WW


 
L

iteriter 1


Where, W is the transformation matrix; iter denotes iteration 
number in gradient descent algorithm and   is the learning 
parameter. Equation (6) represents an iterative process. The 
iteration is stopped when total classification error, L, is not 

changed by consecutive iteration. In this paper, we use MCE 
algorithm to improve MLLR adaptation. 

 

IV. PROPOSED METHOD 

Equation (2) shows that the more number of Gaussians in 
each class, the more robust estimation we have for that class 
[9]. Since the number of Gaussians in the SI model is 
constant, as the number of Gaussians in one class increases, 
it decreases in other classes and as a result the estimation of 
transformation matrix for those classes degrades. 

When the large number of Gaussians is dedicated to one 
class, the transformation matrix which is estimated for that 
class is more robust than other classes. However, most of 
Gaussians are transformed by the same matrix in this case in 
MLLR adaptation and it looks like a global adaptation. Thus, 
the improvement in multi-class MLLR adaptation is 
degraded. 

In the case that Gaussians are classified according to their 
closeness in acoustic space, standard MLLR considers 
difference between means of Gaussians as a criterion to 
classify them. So for better classification all data can be 
simply multiplied by a constant greater than one. Suppose 
“ Fe ” is a sequence of feature vectors, “ tfe ”, of length T: 

 },...,,{ 21 TfefefeFe  

We define a new feature space “ eF  ” 

 },...,,{ 21 TefefefeF  

 Ttntttt fefefeDfeDef ...21 

Where n is the dimension of feature vector and D is a 
nn  diagonal matrix. Considering a Gaussian distribution 

for each dimension of feature vectors we have 


);(: Nfetj 
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

Where jjd is jth element of D. In HMM, probability 

distribution is considered as a weighted linear combination 
of normal distribution. Thus, for any probability distribution 
for each dimension of feature vector we have 
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Where ik is the weight of ith Gaussian in probability 

distribution for each dimension of feature vector.  
Minimum classification error algorithm estimates a 

diagonal transformation matrix which is applied on the 
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feature vectors and does the same as what D does in the 
above explanation. New models in new feature space are 
more discriminated. If the elements of the diagonal 
transformation matrix, as a multiplier of each dimension of 
feature vectors, are greater than one, as described, the 
Gaussians of even one model will be more discriminated. 

In our proposed method, MCE is used as a preprocessing 
algorithm before clustering Gaussian mixture components in 
MLLR adaptation; it causes better classification and 
consequently better adaptation. 

V. EXPERIMENTAL RESULTS 

To evaluate performance of proposed method, phoneme 
recognition rate in speaker independent recognition system 
and MLLR adaptation system in two cases of with MCE and 
without MCE were compared on TIMIT dataset. 

In all experiments, we use 39-dimension feature vectors 
consisting of energy, 12 MFCCs and their first and second 
order derivatives. The features were normalized to have 
mean zero and standard deviation one over TIMIT training 
set. We don’t reduce features vector dimension in our 
methods. In addition, we use HMMs with 3 states and 16 
Gaussian mixtures per state. Therefore, the total number of 
Gaussian mixtures is 1872. Table (1) contains results of 
phoneme recognition rate on TIMIT dataset. It shows the 
effect of MCE which used in MLLR adaptation based on 
acoustic space. We use 10 sentences for each speaker as an 
adaptation data. Since the amount of adaptation data for 8 
and 16 classes MLLR is not available for one speaker in 
TIMIT database, results are reported only on 2 and 4 class 
MLLR adaptation in Table (1).After the text edit has been 
completed, the paper is ready for the template. Duplicate the 
template file by using the Save As command, and use the 
naming convention prescribed by your conference for the 
name of your paper. In this newly created file, highlight all 
of the contents and import your prepared text file. You are 
now ready to style your paper.  

TABLE I.  RESULTS OF PHONEME RECOGNITION RATE ON 
TIMIT DATASET IN ACOUSTIC SPACE CASE 

Phoneme recognition rate   Method  
80.77  SI 
80.91  SI-MCE  
87.57  MLLR-2  
88.06  MLLR-MCE-2  
88.89  MLLR-4  
89.51  MLLR-MCE-4  

 
It is shown that the proposed method (MLLR-MCEE-n), 

where n is the number of classes, causes relative 
improvement of 0.42% for 2-class and 0.58% for 4-class 
MLLR adaptation in phoneme recognition rate to 
conventional MLLR adaptation. 

 
(a) 2 classes for Gaussian mixtures 

 
(b) 4 classes for Gaussian mixtures 

 
(c) 8 classes for Gaussian mixtures 

 
(d) 16 classes for Gaussian mixtures 

Figure 1.  Distribution of Gaussian mixtures in clusters of MLLR with / 
without MCE 

As can be seen in Figure (2) MCE has been applied 
before the MLLR, makes Gaussian mixtures to be distributed 
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more uniformly between classes. Performance of the 
proposed method improves as number of classes increases. 

VI. CONCLUSION 

In this paper we introduce a new approach to get better 
performance for multi-class MLLR adaptation by using 
minimum classification error algorithm. It is shown that our 
proposed method improves phoneme recognition rate in 
conventional MLLR adaptation in acoustic space based 
regression tree. When regression class is made based on 
acoustic space we gain 0.42% relative increase for 2-class 
and 0.58% relative increase for 4-class MLLR adaptation in 
phoneme recognition rate on TIMIT database. 
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