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Eigenspace-Based MLLR Adaptation Using MCE 
 
 

Reza Sahraeian1, Behzad Zamani2, Ahmad Akbari2, Ahmad Ayatollahi1 
 
 
Abstract – This paper considers the problem of rapid and robust speaker adaptation in 
Automatic Speech Recognition (ASR) systems. We propose an approach using combination of 
eigenspace-based maximum likelihood linear regression (EMLLR) and Minimum Classification 
Error (MCE). MCE is used to estimate the coefficients of eigenvoices as an alternative to 
maximum likelihood. Experimental results on TIMIT database illustrate that using MCE leads to 
up to 1.9% improvement in phoneme error rate. Moreover, it is shown that increasing the 
amounts of adaptation data has less effect in proposed method than conventional EMLLR. 
Furthermore, the results achieved using genetic algorithm (GA) to estimate eigenvoices 
coefficients are compared to proposed method using MCE. The adaptation results using MCE 
show better performance than GA. Copyright © 2010 Praise Worthy Prize S.r.l. - All rights 
reserved. 
 
Keywords: Speaker Adaptation, Eigenspace-based Maximum Likelihood Linear Regression, 

Minimum Classification Error, Genetic Algorithm  
 

 

Nomenclature 
µs Adapted mean vector 
Ws MLLR transform for speaker s 

ξsi 
Extended mean vector for peakerindependent 
model 

vd d-th eigenvector 
cd d-th coefficient 
γr(t) Occupation probability of r density at time t 
o Observation data 
Λ Current model parameter set 
α Tuning parameter 
λ Hidden Markov Model 
I Number of classes 
η Cluster weighting 
β Learning parameter 
δ(.) Kronecker delta function 
qt HMM state at time t 

k ,to  Observation vector for frame t of class k 

( )i
jmµ (C) 

Mean vector of the m-th Gaussianmixture in 
the state j of the i-th HMM which is 
dependent on vector C 

( )i
jmΣ  Covariance matrix of the m-th Gaussian 

mixture in state j of the  i-th HMM 
( )i
jma  Weight of the m-th Gaussian mixture in the 

state j of the i-th HMM 
n Dimensionality of observation vector 

I. Introduction 
In speaker-independent (SI) speech recognition 

systems, recognition accuracy varies considerably from 
speaker to speaker, and performance may be significantly 

degraded for outlier speakers such as nonnative talkers. 
Many techniques that have been used to improve the 
performance and robustness of speech recognition 
systems include adapting the speech models to the new 
speaker. Normalizing the input speech of new speakers to 
some canonical or prototype representation is considered 
as another approach. In the hidden Markov model 
(HMM) speech recognition paradigm, adaptation 
typically means modifying the speaker-independent 
model parameters based on limited enrolment data from 
a new speaker.  

Speaker adaptation techniques have developed rapidly 
in the past few years. With a limited amount of speaker 
specific information, speaker adaptation tries to improve 
the recognition accuracy of the adapting speaker. A 
successful speaker adaptation method can benefit many 
applications including various voice-control appliances, 
computer aided language learning, dictation software and 
so on. 

Existing speaker adaptation methods can be roughly 
divided into two types: feature based and model-based 
methods. Vocal-tract normalization (VTLN)[1] is a 
feature based adaptation method which eliminates 
speaker variations caused by different vocal tract lengths. 
The features are normalized so that the effect of the vocal 
tract is removed. Some feature-based adaptation methods 
also consider variations due to other speaker 
characteristics. 

Model-based speaker adaptation techniques can be 
further divided into three categories: Bayesian-based, 
transformation-based, and eigenspace-based methods. 
These methods require the adapting speaker to provide 
certain amount of speech, and they use the information to 
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improve the recognition performance of the adapting 
speaker. Due to the fact that clients usually do not want 
to spend too much time on training the system, it is 
desirable to have an adaptation method which needs very 
small amount of adaptation data. This leads to the study 
of rapid speaker adaptation. Mostly, rapid speaker 
adaptation means adaptation with less than 10 seconds of 
adaptation data. It turns out that many conventional 
adaptation methods break down when there are less than 
10 seconds of adaptation data. 

Speaker adaptation approaches like the speaker-
clustering-based methods [2],[3], the Bayesian-based 
maximum a posteriori (MAP) adaptation [4], and the 
transformation-based maximum likelihood linear 
regression (MLLR) adaptation [5] have been popular for 
many years. Not only are these methods used in 
adaptation, but also in speaker recognition [6]. However, 
when there is small amount of adaptation data for the 
new speaker-only a few seconds-the eigenvoice-based 
(or eigenspace-based) adaptation method shows better 
performance in comparison to other methods [7]. The 
idea in eigenvoice (EV) speaker adaptation is to derive 
from a diverse set of speakers a small set of basis vectors 
called eigenvoices using principal component analysis 
(PCA) (or other basis-deriving algorithms). These 
eigenvoices are believed to represent different voice 
characteristics (e.g., gender, age, accent, etc.). Then a 
new speaker is represented as a linear combination of a 
few most important eigenvoices, and the eigenvoice 
weights are usually estimated by maximizing the 
likelihood of the adaptation data. 

Eigenspace-based adaptation methods including 
eigenvoice (EV) and eigenspace-based MLLR (EMLLR) 
which target rapid speaker adaptation, where there is 
only a very limited amount of adaptation data. The 
reason for having this limitation is, as mentioned in [8], 
because clients do not want to spend time training the 
system. 

In [9], the authors propose three approaches, known 
as EMLLR adaptation, which combine MLLR and 
eigenvoice adaptation. Kernel methods have been 
investigated as another way to improve the conventional 
eigenspace-based adaptation methods by exploiting 
possible nonlinearity in their working space [10]-[11]. 
Many techniques have been investigated to improve the 
performance of recognition[12]. 

Minimum classification error (MCE) is a well-known 
discriminative method used for both feature 
transformations and classifier training [13]. Using MCE 
in adaptation of parameters of Gaussian mixture 
continuous density HMM was first reported in [14]. In 
discriminative linear regression adaptation techniques, 
MCE is used as an alternative to maximum likelihood 
(ML) to estimate transformation matrix [15]. 

Inspired by the success of minimum classification 
error as an alternative to Expectation Maximization (EM) 
in maximum likelihood estimation, we propose to use 
MCE in the framework of eigenspace-based speaker 

adaptation (MCE-EMLLR). Moreover, MCE is an 
iterative algorithm provides us with better solution in 
each iteration which can overcome the drawback of 
expectation maximization algorithms in taking the global 
optimum as a final solution. In our recent work, 
furthermore, using genetic algorithm is taken into the 
consideration as another approach to estimate 
eigenvoices coefficients (GA-EMLLR)[16]. Since, 
genetic algorithm is not sensitive to the amount of 
adaptation data, GA-EMLLR method is expected to 
outperforms conventional EMLLR approach using 
maximum likelihood. Experimental results show that 
using MCE yields better performance than GA. 
However, we should contemplate the point that both 
genetic algorithm and minimum classification error are 
iterative and slow. Thus, our proposed approaches is 
mostly applicable in offline recognition. 

The use of genetic algorithm [17] in speaker 
adaptation was first proposed to estimate new speaker 
model parameters [18]. In [18], Genetic Algorithms have 
been used to enrich the set of SD systems generated by 
the eigen-decomposition. Besides, evolutionary based 
linear transform in speaker adaptation is proposed to 
estimate the parameters of MLLR transforms for new 
speaker [19].  

The remainder of this paper is organized as follows. 
Section II presents the principles of eigenspace-based 
MLLR adaptation. Section III describes the MCE 
formulation used in our eigenspace-based MLLR 
adaptation paradigm. Section IV explains the 
characteristics of evolutionary EMLLR method briefly. 
Section V is devoted to experimental results of our 
proposed approach on TIMIT database. Finally, this 
paper is concluded in section VI. 

II. Eigenspace-Based Maximum 
Likelihood Linear Regression  

In standard eigenvoice speaker adaptation [6], a set of 
speaker-dependent acoustic models are estimated from 
speech data collected from many training speakers with 
diverse speaking or voicing characteristics. However, 
preparing enough data to train speaker dependent system 
is not easy. Using MLLR transformation matrix instead 
of a model for each speaker is known as eigenspace-
based MLLR adaptation. 

Suppose there are some speech data from N speakers 
and an SI model that is a hidden Markov model (HMM). 
For the sake of simplicity, one transformation matrix is 
considered for each speaker. Consider sµ  as an adapted 
mean vector: 
 s s siWµ ξ=  (1) 
 

( ) 1si '
si , 'ξ µ⎡ ⎤= ⎣ ⎦  is the extended mean vector of 

corresponding Gaussians in SI models. 



 
R. Sahraeian, B. Zamani, A. Akbari, A. Ayatollahi 

Copyright © 2010 Praise Worthy Prize S.r.l. - All rights reserved                                  International Review on Computers and Software, Vol. 5, N. 6 

630 

In EMLLR adaptation, a speaker is indirectly 
represented by a speaker transformation supervector 
(STSV) which is obtained by stacking up the vectorized 
MLLR transformation matrices: 

 
 { }1 i sSTSV Y y ,..., y ,..., y= =  (2) 
 
where ( )i iy Vec W= . 

To obtain eigenvectors, principle component analysis 
(PCA) is preformed using correlation matrix. STSV is 
mean-zeroed and then normalized by its variance. For a 
new speaker, the centered and normalized speaker 
transformation supervector ŷ  is approximated as a linear 
combination of the leading vectorized eigenvoices: 

 

 
1

D

d d
d

ŷ c v
=

= ∑  (3) 

 
If these coefficients are estimated using maximum 

likelihood estimation, the following set of equations 
should be solved: 

 

 

( ) ( ) ( )

( ) ( ) ( )

1

1

1

T i
r t r r r

t r
D

d i
r d r r r

t r d

t o W W

t c W W

γ ξ ξ

γ ξ ξ

−

−

=

− Σ =

⎧ ⎫⎪ ⎪= × Σ⎨ ⎬
⎪ ⎪⎩ ⎭

∑∑

∑∑ ∑
 (4) 

 
( )iW is the i-th eigenmatrix and W is the speaker mean 

MLLR matrix over all speakers.[9]. 

III. MCE Eigenspace-Based MLLR 
Formulation 

In the MCE framework formulation a sigmoid 
function is adopted to approximate the empirical error of 
observation of class k, kO , under the current model 
parameter set, Λ , as follows: 

 

 ( )
( )( )

1
1k k

k k
l O ,

exp d O ,α
Λ =

+ − Λ
 (5) 

 
in the above equation, ( )k kd O ,F  is a cost function (or 
misclassification measure) defined as follows: 
 

 

( ) ( )

( )( )
1

1 1
1

k k k k

I

i k
i ,i k

d O , g O ,

log exp g O ,
I

η
η = ≠

Λ = − Λ +

⎡ ⎤
+ Λ⎢ ⎥

−⎢ ⎥⎣ ⎦
∑

 (6) 

 
η is tuned empirically and is a positive number 

represented in [20]. ( )i kg O ,Λ  is a discriminant function 

which is logarithm likelihood of observation, kO ,defined 
as: 
 ( ) ( )i k k ig O , log p O ,Q;λΛ =  (7) 
 

( )k ip O ,Q;λ  is likelihood for kO  by Hidden Markov 
Model iλ  with optimal state sequence Q. Total 
classification error is defined as follows: 

 

 ( )
1

I

k k
k

L l O ,
=

= Λ∑  (8) 

 
We want to find the eigenvioces coefficients which 

minimize L. Considering ( )1 2
T

KC c ,c ,...,c=  as a vector 
of eigenvoices coefficients; we use gradient decent 
method to find the optimum solution for these 
coefficients as represented in [21]: 

 

 1iter iter
LC C
C

β−
∂

= −
∂

 (9) 

 
iter denotes iteration number in gradient descent 

algorithm. To calculate derivative of function L with 
respect to C, we present the following formulation: 

 

 
( ) ( )

( )
( )k k k k k k

k k

l O , l O , d O ,
C d O , C

∂ Λ ∂ Λ ∂ Λ
=

∂ ∂ Λ ∂
 (10) 

 

 
( )
( ) ( ) ( )( )1k k

k k k k
k k

l O ,
l O , l O ,

d O ,
α

∂ Λ
= Λ − Λ

∂ Λ
 (11) 

 

To compute the term
( )kk nd O ,

C

∂ Λ

∂
, we use (6): 

 

 

( ) ( )

( )( )

( )( )
( )

1

1

k k k k

I
i k i k

I
i ,i k

j k
j , j k

d O , g O ,
C C

exp g O , g O ,
C

exp g O ,

η

η= ≠

= ≠

∂ Λ ∂ Λ
= − +

∂ ∂
⎧ ⎫
⎪ ⎪

Λ ∂ Λ⎪ ⎪+ ×⎨ ⎬
∂⎪ ⎪Λ⎪ ⎪

⎩ ⎭

∑
∑

 (12) 

 

Now, we need to compute 
( )i kg O ,

W
∂ Λ

∂
. Considering 

relation (7), we have: 
 

 
( ) ( ) ( ) ( )

( ) ( )
1

1
iT

j k ,ti k
t i

t j k ,t

b og O ,
q j

C Cb o
δ

=

∂∂ Λ
= −

∂ ∂∑  (13) 
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T is the number of observations and ( ) ( )i
j k ,tb o  is the 

generated probability for observation vector k ,to  in the j-
th state of the i-th HMM, defined as: 

 

   

( ) ( ) ( ) ( ) ( )
( )

( )

( )

( ) ( )( ) ( )( )
( ) ( )( )

21

1

1
21

1

2

1
2

M
i i i

j k ,t jm jm k ,t n
m

Ti iiM k ,t jm jmjm

iim
k ,t jmjm

b o a b o

o Cc
exp

o CC

π

µ

µ

=

−

=

= = ×

⎛ ⎞− − Σ ×⎜ ⎟
× ⎜ ⎟

⎜ ⎟× −⎜ ⎟
⎝ ⎠

∑

∑
 (14) 

 
Thus, the relation in (13) can be written as follows: 
 

     

( )

( ) ( ) ( )
( ) ( )( )

( )( )
( ) ( )11 1

i k

Ti
k ,t jmT M

i
t jm k ,t i

jmit m
jm

g O ,
C

o C
q j o

C
C

µ
δ γ

µ−= =

∂ Λ
=

∂
⎡ ⎤− ⋅⎢ ⎥
⎢ ⎥= −
⎢ ⎥∂
⋅ Σ⎢ ⎥

∂⎣ ⎦

∑ ∑
 (15) 

 
We introduce the following notation to compute 
( ) ( )i
jm C
C

µ∂
∂

: 

 

 ( ) ( ) ( ) ( )

1 1

D D
i i i

jm d d jm d d jm
d d

C c v c vµ ξ ξ
= =

⎛ ⎞
= =⎜ ⎟⎜ ⎟
⎝ ⎠
∑ ∑  (16) 

 
where ( )i

jmξ  is the extended mean vector of the m-th 

Gaussian mixture in the state j of the i-th HMM 
corresponding to speaker independent system.  

Implementation of formulation explained above on 
TIMIT dataset shows the better performance in EMLLR 
adaptation. Evaluation of proposed approach on 
continuous speech recognition is described in section V. 

IV. Evolutionary Eigenspace-Based MLLR 
Adaptation Paradigm 

The Genetic algorithm (GA) is a randomized search 
method based on natural evolution. GA copes with 
search in complex and large spaces, and usually provides 
near-optimal solutions for a defined fitness function of 
an optimization problem. 

In GA, each instance of search space is encoded in the 
form of string called chromosome (genotype or 
individual). A collection of these chromosomes is called 
population. The initial population is usually created at 
random and it contains some points in the search space. 
Defined fitness function presents the goodness of each 
chromosome, and based on that, the fitter chromosomes 
are selected for next population. The variation operators 

such as mutation and crossover are applied on the 
chromosomes to yield a new generation of chromosomes. 
The process of selection, crossover and mutation 
continue for a fixed number of generations or till the 
termination criterion is satisfied. 

In this paper, we use the following fitness function: 
 

 ( )
( )( )

1

s
f s

log p o |λ
=
−

 (17) 

 
where o and λs respectively represent the adaptation data 
and acoustic models of the solution s. In other words, in 
each of iteration a new adapted model is achieved for 
each chromosome. The likelihood of adaptation data is 
calculated for each new model and a score or fitness 
value is dedicated for that chromosome. The best 
chromosome is kept for the new population in the next 
iteration. 

Others parameters in our genetic algorithm are defined 
as follows. 

IV.1. Definition of Chromosomes 

The first step in defining a GA is to link the “real 
world” to the “GA world”, that is to setup a bridge 
between the original problems context and the problem 
solving space. The chromosomes in this Genetic 
algorithm are 1×n vectors, where n is the number of 
coefficients which should be estimated. 

IV.2. Population Initialization 

The first population is usually selected from randomly 
generated chromosomes. However, we also examine the 
case that one proper solution exists in the first 
population. The existence of such a solution in first 
population causes the genetic algorithm to reach better 
result in a short time. The value of each position in each 
chromosome is a real number between [-MaxValue, 
MaxValue]. MaxValue is a parameter of the problem and 
we initialize it with 1. 

IV.3. Crossover Operation 

Crossover is a probabilistic process that exchanges 
information between parent chromosomes for generating 
child chromosomes. We use uniform crossover as the 
crossover operation with a fixed crossover probability of 
µC =0.9 [17]. 

IV.4. Mutation Operation 

Four Mutation methods are implemented to increase 
the performance of the genetic algorithm. Mutation 
operation is applied on the chromosomes with µm 
probability (µm=0.1): 
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• Random mutation: In this mutation, a chromosome is 
selected at random, and then one bit of the 
chromosome is revalued randomly. The selection rate 
of the mutation is 25% of µm [17]. 

• Swap mutation: In this mutation, a chromosome is 
selected at random then two bits of this chromosome 
are selected randomly and then the values of these bits 
are swapped. The selection rate of this mutation is 
25% of µm [17]. 

• Creep mutation: This mutation works by adding a 
small random value to a bit of the selected 
chromosome and changing the value of this bit. The 
small random value is a real number between [-
CreepValue, CreepValue]. CreepValue is a parameter 
of the problem and we initialize it with 10. The 
selection rate of this mutation is 30% of µm [17]. 

• Scramble mutation: This mutation is the most 
disruptive mutation. A chromosome is selected at 
random and the values of this chromosome are 
reconfigured. The selection rate of this mutation is 
20% of µm [17]. 

V. Experimental Results 
To examine the viability and the efficiency of 

proposed MCE-EMLLR method, a series of experiments 
for continuous speech recognition of TIMIT are 
performed. In these experiments, rapid speaker 
adaptation using maximum likelihood and minimum 
classification error are taken into consideration. 

In all experiments, we use 39-dimension feature 
vectors consisting of energy, 12 MFCCs and their first 
and second order derivatives. The features were 
normalized to have zero mean and standard deviation 
one over TIMIT training set. We don’t reduce features 
vector dimension in our methods. In addition, we use 
HMMs with 3 states and 16 Gaussian mixtures per state. 

 

 
Fig. 1. Phoneme error rate achieved using MCE (MCE-EMLLR) and 

maximum likelihood (ML-EMLLR) and baseline (SI) 
 
To provide proper set of reference speaker needed for 

eigenspace-based adaptation, six speakers, three men and 
three women, from each dialect of TIMIT test set are 
selected to have total number of 48 speakers; the one 
over TIMIT training set. We don’t reduce features vector 

dimension in our methods. In addition, we use HMMs 
with 3 states and 16 Gaussian mixtures per state. 

To provide proper set of reference speaker needed for 
eigenspace-based adaptation, six speakers, three men and 
three women, from each dialect of TIMIT test set are 
selected to have total number of 48 speakers; 
theremainder speakers of test set are used for test. One 
MLLR transformation matrix is estimated for each of the 
speakers of reference set. To estimate the coefficients of 
eigenvoices we conduct our experiments on both 
maximum likelihood criteria and MCE algorithm as 
explained in section III. Moreover, we examine the result 
of EMLLR adaptation using two different amounts of 
adaptation data. Since eigenvoice adaptation shows good 
performance in sparse adaptation data, the experiments 
are done with small speech data.  

Fig. 1 represents the results of phoneme error rate in 
eigenspace based MLLR supervised speaker adaptation. 
The results obtained for two utterances (about 6 seconds) 
as an adaptation data. Fig. 1 shows the improvements 
achieved using minimum classification error algorithm 
instead of maximum likelihood in eigenspace-based 
MLLR adaptation. 

The experiments are also conducted on two different 
amounts of adaptation data. Table I represents the 
achieved results. It is shown that increasing the 
adaptation speech data leaves more effect on recognition 
rate than MCE-EMLLR does. In Table I the results of 
experiments by using 13 eigenvoices are reported. 

However, minimum classification error is an iterative 
algorithm containing parameters which should be set 
empirically and maybe time consuming. MCE 
outperforms maximum likelihood because it searches to 
find better solution in different iterations and amounts of 
adaptation data has less effect on the result of adaptation. 

Furthermore, experimental result achieved using 
genetic algorithm is given in Table II. In this table the 
result of phoneme error rate using genetic algorithm is 
compared to one using MCE. 

 
TABLE I 

PHONEME ERROR RATE (%) FOR DIFFERENT AMOUNTS OF ADAPTATION 
DATA 

Different 
Methods 2 Utterances 3 Utterances 

SI 72.4 72.4 
ML-EMLLR 72.8 73.12 
MCE-EMLLR 73.96 73.97 

 
TABLE II 

PHONEME ERROR RATE FOR DIFFERENT METHODS  

Different Methods Phoneme Error Rate 
(%) 

SI 72.4 
ML-EMLLR 72.8 

MCE-EMLLR 73.96 
GA-EMLLR 73.66 

 
Table II reports the results for two utterances (about 6 

seconds) as a speech adaptation data when 13 
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eigenvoices are used. Using genetic algorithm in 
EMLLR adaptation leads to 1.09% improvements in 
phoneme error rate. Individuals in first population in GA 
algorithm used are made randomly. Each population 
contains 50 chromosomes and GA algorithm is iterated 
for 80 times. 

VI. Conclusion 
In this paper the efficiency of minimum classification 

error to estimate the eigenvoices coefficients in 
eigenspace-based MLLR adaptation is illustrated. 
Experiments show the effectiveness of using MCE 
compared to maximum likelihood in conventional 
EMLLR adaptation. The proposed adaptation method 
was tested using TIMIT dataset. Experimental results 
show that up to 1.9% improvement in phoneme error rate 
is obtained in proposed method. Experimental results 
also concerns about the effect of adaptation data 
available for each speaker. Increasing adaptation data 
improves the recognition rate; the improvement when 
maximum likelihood is used is more considerable. 
Moreover, genetic algorithm as another alternative to 
maximum likelihood is compared to minimum 
classification error. MCE outperforms GA for 
eigenvoices coefficients estimation. 
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