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Abstract 
 With the rapidly growing and wide spread use of computer networks, the number of new attacks and malicious has 

grown widely. Intrusion Detection System can identify the attacks and protect the systems successfully. However, performance of 

IDS related to feature extraction and selection phases. In this paper, we proposed new feature transformation to overcome this 

weakness. For this aim, we combined LDA and PCA as feature transformation and RBF Neural Network as classifier. RBF 

Neural Net (RBF-NN) has a high speed in classification and low computational costs. Hence, the proposed method can be use in 

real time systems. Our results on KDDCUP99 shows our proposed method have better performance related to other feature 

transformation methods such as LDA, PCA, Kernel Discriminant Analysis (KDA) and Local Linear Embedding (LLE). 
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1. Introduction 

The recently growing of local area networks and internet gives a suitable and advance technology for the 

users. Although the emerging technology is more useful for the users of the computer systems, but the security 

threads are growing at a high percentage. Network technologies provided the new life and shopping experiences. 

However, along with network development, there has come a vast increase in network attacks. It not only greatly 

affects our everyday life, which relies heavily on networks and Internet tools, but also damages computer systems 

that serve our daily activities including business, learning, entertainment and so on. 

 Forty million user files of MasterCard and VISA were exposed in 2005 when the company cooperating 

with Card System solutions was hacked [1], [2]. Many people were forced to renew their credit cards to avoid any 

financial losses. This event shows the importance of network security. Organizations are using various technologies 

for system protection and defense such as firewalls, antivirus software's, password protections, etc. to overcome the 

threads. It is very difficult to provide complete security with these protection techniques. Network accessing and 

exchanging the data may be easy but providing the security for the information is complex. IDS recognize the 

unauthorized access to the network, mischievous attacks on the computer systems [3], [4]. To recognize the attacks 

and detect the intrusions the IDS technology is more useful. The place of IDS in network is presented in Fig. 1. 

Intruders categorized into two types: a. external, b. Internal. The unauthorized users who enter the system, 

make changes to the system, and access the resource in the network without authorization, is an external intruder. 

The intruder in the network without user accounts trying to attack the system is an internal intruder.  

IDS categorize into two types: a. Misuse-detection, b. Anomaly-detection. Intrusion detection with known 

patterns is called misuse detection. Identifying the abnormalities from the normal network behaviors is called 

anomaly detection. Hybrid detection systems combine both of these detection systems. Our method work based on 

Misuse-detection because we work patterns. In the other hand, IDS can classify by the locality of intrusion. The 

activities with a specific host can be monitored by a host based IDS and monitoring of the network traffic is done by 

a network based IDS. The host activities such as application logs, system calls, password files, capability/acl 

databases can be test for intrusion detection by a host based IDS. The network traffic and unique packets for a 

network tests mischievous traffic based IDS. 
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Figure 1. The place of IDS in network 

 

Feature transformation is a process, which creates the new collection of features. In this process, the high-

dimensional data has diminished into a meaningful representation of reduced dimensionality. The reduced 

representation should have a dimensionality that adapt desirably to the innate dimensionality of the data. The innate 

dimensionality of data is the least number of parameters should be use to determine the observed properties of data. 

Balancing dimensionality and other undesired properties of high dimensional space [5]. Feature transformation is 

important in many areas, since it mitigates of dimensionality and other undesired properties of high dimensional 

spaces [6]. Finally, feature transformation convenience among others, such as classify, visualize and compress of 

high-dimensional data. 

Abdullah et al. used package dump tools such as tcpdump and pcap to collect and evaluate network packets 

and to recognize network attacks from various network states and packets’ distribution [7]. Yu et al. proposed 

another example of integrating computer forensics with IDS. A knowledge-based system was deployed to collect 

some features from malicious network behaviors. This system performed reasonably in improving the hit rate of 

intrusion alerts [8]. Yin et al. presented a method that built a Markov chain to describe users’ normal operations. 

Their method focuses on system calls generated instead of commands submitted [9].  

Chau et al. used a pattern extraction technique to identify specific crime data such as segmenting and 

extracting a suspect from a picture on a security video [10]. Cabrera et al. uses sequential pattern mining to identify 

attack patterns that hackers often submit, and classified the modus operandi that suspects used in the commission of 

crimes into predefined crime types [11]. Mohammadi et al. proposed a linear feature transformation method based 

on class dependent approach for improving the accuracy of intrusion detection systems. In usual class dependent 

feature transformation methods the mapping process is accomplish using different mapping matrices for different 

classes of the dataset [12].  

In [13], Wei et al proposed an intrusion detection technology, which combines feature extraction with 

wavelet clustering method. Their intrusion detection model setup has two phases, where the first phase is to project 

the input data into high dimensional space by using the discriminant vectors extracted by Kernel Fisher Discriminant 

Analysis. By using KFDA, they can reduce the dimension of the input data and make the dataset more separable. 

Then the second phase is to set up the detection model based on wavelet clustering. Feng and et al. proposed an 

incremental kernel principal component analysis algorithm: Data characteristic extraction based on IPCA algorithm 

(DCEIPCA), which allows efficient processing of large datasets and overcome the insufficient of KPCA. Based on 

DCEIPCA, they proposed classification expert system for intrusion detection system [14].  

Davis et al. reviewed the data preprocessing techniques used by anomaly-based network intrusion detection 

systems (NIDS), concentrating on which aspects of the network traffic are analyzed, and what feature construction 

and selection methods have been used [15]. Horng et al. proposed a SVM-based intrusion detection system, which 

combines a hierarchical clustering algorithm, a simple feature selection procedure, and the SVM technique [16]. In 

[17], a new method consisting of a combination of discretizers, filters and classifiers was presented which applied to 

KDD Cup99 dataset. In [18] a framework to optimize data-dependent feature transformations such as PCA 

(Principal Component Analysis), LDA (Linear Discriminant Analysis) and HLDA (Heteroscedastic LDA) using 

minimum classification error (MCE) as the main objective are proposed. 

Feature transformation is a procedure, which creates the new collection of features. In this process, the non-

transformed features have changed into a meaningful representation of transformed features. The transformation 

should have a dimensionality that adapt desirably to the innate dimensionality of the data. The innate 

dimensionality of data is the least number of parameters should be use to determine the observed properties of data. 
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Balancing dimensionality and other undesired properties of high dimensional space .In this process the rudimentary 

features are transformed to new space, so the accuracy of classifier with the transformed features can increase. 

Feature transformation is important in many areas, since it mitigates of dimensionality and other undesired 

properties of high dimensional spaces [19]. We can use from PCA and LDA for transforming the data to new space, 

also we can use from PCA and LDA and other known methods such as neighborhood component analysis (NCA) as 

a tools for dimension reduction. So we can reduce the dimension of KDDCUP99 to a useful and lower dimensional 

dataset for improve the classifying of attacks.   Finally, feature transformation convenience among others, such as 

classify, visualize and compress of high-dimensional data. 

In this paper, we propose an intrusion detection system using combination PCA+LDA as feature 

transformation phase and RBF network as a powerful learner. Our proposed method, combine the PCA and LDA, 

transform the original features to new mapped space which increasing the ability of detection and decreasing the 

Time Detection. Therefore, we expect our method have better performance than other linear feature transformation 

method.  

The remaining part of the paper is structured as follows. Section 2 discusses Principal component analysis 

and linear discriminant analysis as two linear feature transformation methods. After that, in Section 3 our approach 

has been present. Section 4 presents the results of our experiments on KDDCUP99 dataset. Then, Section 5 

concludes the paper, including a discussion on proposed future work. 

 

2. Usage feature transformation methods 

There are many possible techniques for transformation of data. Principal component analysis (PCA) and 

linear discriminant analysis (LDA) [5], [20] are two techniques that commonly used for feature transformation and 

dimensionality reduction. Linear discriminant analysis method increases the ratio of between-class covariance to the 

within-class covariance in any specific data set, so, guaranteeing maximal separability. 

 PCA [21] is mathematically defined as an orthogonal linear transformation that transforms the data to a 

new coordinate system such that the maximum variance by any projection of the data comes to lie on the primary 

coordinate (called the first principal component), the second maximum variance on the second coordinate, and so 

on. The main difference between LDA and PCA is that PCA does more of feature classification and LDA does data 

classification. In PCA, the shape and locality of the original data sets changes when transformed to a different space 

whereas LDA doesn’t change the locality but only attempts to provide more class separability and draw a decision 

area between the given classes. This method also helps to better understand the allocation of the feature data [21]. In 

the following of this Section, We explain LDA and PCA, respectively. 

.  

2.1.   Linear Discriminant Analysis 

 linear discriminant analysis(LDA) is one of the most common supervised linear dimensionality reduction 

methods, which attempts to find an optimal set of discriminant vectors W=[   ,...,  ] by enlarge the Fisher 

principle:  

 

  (W)=|    W| / |    W|     (1) 

         

Here, Sb and Sw are the between-class scatter matrix and within-class scatter matrix of the training data set, 

respectively. This can be probable as follows: 
 

  =    
     (  -m) (  -m)   

      
     

 
       (  -m)(  -m)         (2) 

 

  =    
              (3) 

 

where C, Pi ,mi ,m and Si represent the whole of classes, a priori probability of class  , the mean vector of 

class I, the mean vector of all training samples and the covariance matrix of class i, respectively. Both the original 

definition and its equivalent pair wise decomposition form can express the between-class scatter matrix Sb [21]. 

 

2.2.   Principal Component Analysis 

  Principal Component Analysis (PCA) is a well-established method for dimension reduction. It represents a 

linear transformation where the data is expressed in a new coordinate basis that corresponds to the maximum 

variance direction [22], [23]. Suppose that the data set consists of M centered observations       , k=1,..., M 

and    
     = 0, the covariance matrix corresponding to this data set is given by, 

 

C=
 

 
    

       
    (4) 
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Diagonal zing C, we obtain the principal components, which are the orthogonal projections onto the 

eigenvectors are obtained by solving the Eigen value equation: 

 

                     (5) 

where   λ ≥ 0 and v           .  

 

3. Proposed Method 

As we mentioned above, LDA and PCA uses as linear feature transformation methods. These methods have 

desirable performance in pattern classification system. When data nature is more complex and does not have linearly 

separability, these methods have poor performance. But each method has their advantages, such as PCA is a good 

choice to feature reduction application and LDA as supervised method has better performance in classification 

utility. 

 In this paper, we combine these methods, which integrated both of these advantages. For this purpose, we use 

PCA and LDA in form of series. That means we apply LDA transformation after applying PCA. Block diagram of 

our method shown in figure 2. As you can see, we extract feature from header of each packet. After that, we 

transformed data to new feature space with PCA and LDA. Then we use transformed feature for training the 

classifier. In our method, we select the RBF as classifier due to their performance and low computational costs, only 

training dataset used to compute feature transformation matrix in PCA and LDA methods. The proposed method is 

simple in use and has powerful performance in detect all of the four type attacks such as (U2R, R2L, DOS and 

Probe); while the most of recently proposed method have weakness in the delicate attacks such as U2R and probe 

.Also our method reasonably decreasing the false positive alarms.  

 

 
Figure 2. Proposed method block diagram 

 

  Two classifiers of RBF network and Naive Bayesian that used in our paper describe as follow of this 

Section. 

 

3.1. Radial Basis Function Network 

RBF network [24], [25] is one of the feed forward neural networks, but has only one middle layer. Typical RBF 

structural design: Like Back propagation (BP), RBF nets can learn arbitrary mappings: the main difference is in the 

hidden layer. RBF hidden layer units have a receptive field that has a centre: that is, a specific input value at which 

they have a maximal output. Their output tails off as the input moves away from this point. Normally, the activation 

function is a Gaussian: Gaussians with three different standard deviations.  

RBF networks are learned by  

 deciding on how many middle nodes there should be  

 deciding on their sharp nesses (standard deviation (SD)) and centres of their Gaussians  

 Training up the output layer.  

Generally, the SDs and centres are fixing on first by evaluating the vectors in the training data. The output layer 

weights are trained by Delta rule. BPNN is the most widely applied neural network. RBFs are gaining in popularity.  

RBFs have the advantage that one can add extra units with centres near parts of the input which are difficult to 

classify. Both of BP and RBFs can be used for processing time-varying data [24], [25]. 
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3.1. Naive Bayes classifier 

A Naive Bayes classifier is a clean probable classifier based on applying Bayes' theory with strong (naive) 

independence suppositions. Would be "independent feature model" is more descriptive term for the underlying 

probability model. In simple terms, a naïve-bayes classifier supposes that the presence (or absence) of a specific 

feature of a class is not related to the presence (or absence) of any other feature, given the class variable. Even if 

these features related to each other or upon the existence of the other features, a naïve-bayes classifier considers all 

of these properties to independently contribute to the probability. Depending on the precise nature of the possibility 

model, naive Bayes can be trained very professionally in a supervised learning [26], [27].  

 In many practicable uses, parameter estimation for naïve-bayes models uses the method of maximum 

likelihood. In other words, one can work with the naïve-bayes model without believing in bayesian probability or 

using any bayesian methods. In spite of their naive design and apparently over-simplified assumptions, naive Bayes 

classifiers have worked quite well in many complex real-world applications [26], [27]. An advantage of the naïve-

bayes classifier is that it just requires a small amount of training data to estimate the parameters (means and 

variances of the variables) necessary for classification.  Because independent variables are assumed, only the 

variances of the variables for each class need to be decided and not the entire covariance matrix [27]. 

 

4. Experiment Results 

        In this section, usage dataset, experiment results and conditions discussed. First, we explain KDDCUP99 

dataset used in our experiments. Second, we present our results. 

 

4.1. KDDCUP99 Data Set 

To test and to work with the classifiers KDDCUP99 [28] dataset is used. The LAN representing U.S. Air 

Force LAN was work with the dataset provided by MIT Lincoln Labs, which contains different classes of intrusions 

present in military networking environment to possess nine weeks of raw TCP/IP data merged with multiple attacks 

of different types. Every TCP/IP connection with features like duration, protocol type, flag etc., is named as either 

normal with a particular type of attack such as Smurf, Perl etc., each TCP/IP connection was specially described by 

different and 41 contiguous. The list of samples for normal class and attack class concluded in 10% of the data set 

with classification was present in Table2 and number of attacks in training KDDCUP99 dataset w in Table1. 
 

Table1: Number of Attacks in Training KDDCUP99 Dataset 
 

Data Set Normal Dos U2R R2L Probe 

10%KDD 97277 391458 52 1125 4107 

Corrected KDD 60593 229853 70 11347 4106 

Whole 972780 3883370 50 1126 41102 

 

Table 2: Attack types and Sample size in 10%KDD Data set 
 

Category Attack Type(Number of Samples) 

Normal Normal(97277) 

DOS 
Smurf(280790), Neptune(107201),Back(2203), Teardrop(979), 

Pod(264), Land(21) 

U2R Buffer_overflow(30), Root kit(10),loadmodule(9), perl(3) 

R2L 
Warezclient(1020), Guess_passwd(53),Warezmaster(20), Imap(12), 

ftp_write(8),Multihop(7), Phf(4), Spy(2) 

Probe Satan(1589), Ipsweep(1247),Portsweep(1040), Nmap(231) 

 

The four main classes of attacks are: 

 Denial of Service Attacks (DoS-attacks): Where a number of requests were sent by the attacker to the host 

which he wants to attack. 

 User to Root Attacks (U2R-attacks): Getting the right to access from a host by the attacker to obtained the 

system root (admin) access.  

 Remote to User Attacks (R2L-attacks): In this the attacker attempts to access the remote machine through 

the network and also attempt to control the system operations like a local user.  

 Probe (PRB-attacks): The hacker attempt to collect the information and services provided by the machines 

present in the network to develop the ordinary information. 
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4.2. Classification results 

We use LDA, PCA, Kernel Discriminant Analysis (KDA), Local Linear Embedding (LLE) and LDA+PCA 

as our method for feature transformation. In addition, we use RBF network and Naïve Bayes as classifiers. We use 

weka [29] for implementation of classifiers. Figures (3)-(6) shown correct classification rate for two cases of 

experiments, 66% and 10 folds. As you can see, our method has better performance than LDA, PCA, KDA, and 

LLE. We have about 8 percent improvement for Naive Bayes classifier in proposed method. 
 

 

 
 

Figure 3. Results of correct classification rate in 66% split case (Naïve Bayes) 

 

 

 

 
 

Figure 4. Results of correct classification rate in 66% split case (RBF Network) 

 
 

 

 
 

Figure 5. Results of correct classification rate in 10 folds case (Naïve Bayes) 
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Figure 6. Results of correct classification rate in 10 folds case (RBF Network) 
 

 

5. Conclusion 

       In this paper, we proposed new feature transformation based on joint of PAC and LDA. We integrated 

advantage of these methods. Some when the attacks are very dangerous, so the IDS must act in real-time and 

identify the attack, so in our method we combined our feature transformation with RBF neural network to produce 

the best classification accuracy and fast action. For evaluate of proposed method, we done any experiments on 

KDDCUP99 dataset. In addition, we compare our result with other classifier as naïve Bayes classifier.  Results show 

proposed method has better performance those other transformation techniques such as PCA, LDA, KDA, and LLE. 

In the future we plan to desig an IDS with higher detection rate with selection the significat features with other 

method such as Genetic Algorithm and PSO or use from hybrid neural networks. In this paper we worked with 

supervised classification methods in furure we want to focus on unsupervised learning to desigen  an IDS that can 

detect attacks without training, so we have to remove calculus and time of training. 
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