
D

J
a

b

a

A
R
R
2
A
A

K
P
E
P
S
P

1

c
r
l
r
s
t
[

a
r
b
s
i

o
s
T
i
s

b
(

0
d

Electric Power Systems Research 84 (2012) 58– 64

Contents lists available at SciVerse ScienceDirect

Electric  Power  Systems  Research

jou rn al h om epa ge: www.elsev ier .com/ locate /epsr

ynamic  equivalence  by  an  optimal  strategy

uan  M.  Ramireza,∗, Blanca  V.  Hernándeza, Rosa  Elvira  Correab,1

Centro de Investigación y de Estudios Avanzados del I.P.N., Av del Bosque 1145. Col El Bajio, Zapopan, Jal., 45019, Mexico
Universidad Nacional de Colombia – Sede Medellín. Facultad de Minas. Carrera 80 # 65-223 Bloque M8, 114, Medellín, Colombia

 r  t  i  c  l  e  i  n  f  o

rticle history:
eceived 21 May  2011
eceived in revised form
6 September 2011
ccepted 29 September 2011
vailable online 28 October 2011

a  b  s  t  r  a  c  t

Due  to  the  curse  of  dimensionality,  dynamic  equivalence  remains  a  computational  tool  that  helps  to
analyze  large  amount  of power  systems’  information.  In  this  paper,  a robust  dynamic  equivalence  is
proposed  to  reduce  the  computational  burden  and  time  consuming  that  the transient  stability  studies  of
large  power  systems  represent.  The  technique  is  based  on a multi-objective  optimal  formulation  solved
by a genetic  algorithm.  A simplification  of the  Mexican  interconnected  power  system  is  tested.  An  index
is used  to assess  the  proximity  between  simulations  carried  out  using  the  full  and  the  reduced  model.
eywords:
ower system dynamics
quivalent circuit
hasor measurement unit
tability analysis

Likewise,  it is  assumed  the  use  of  information  stemming  from  power  measurements  units  (PMUs),  which
gives  certainty  to  such  information,  and  gives  rise  to better  estimates.

© 2011 Elsevier B.V. All rights reserved.
ower system stability

. Introduction

One way to speed up the dynamic studies of currently inter-
onnected power systems without significant loss of accuracy is to
educe the size of the system model by means of dynamic equiva-
ents. The dynamic equivalent is a simplified dynamic model used to
eplace an uninterested part, known as an external part, of a power
ystem model. This replacement aims to reduce the dimension of
he original model while the part of interest remains unchanged
1–6].

The phrases “Internal system” (IS) and “external system” (ES)
re used in this paper to describe the area in question, and the
emaining regions, respectively. Boundary buses and tie lines can
e defined in each IS or ES. It is usually intended to perform detailed
tudies in the IS. However, the ES is important to the extent where
t affects IS analyses.

The equivalent does not alter the transient behavior of the part
f the system that is of concern and greatly reduces the dimen-
ion of the network, reducing computational time and effort [4,7,8].

he dynamic equivalent also can meet the accuracy in engineer-
ng, achieving effective, rapid and precise stability analysis and
ecurity controls for large-scale power system [4,8]. However, the
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determination of dynamic equivalents may  also be a time con-
suming task, even if performed off-line. Moreover, several dynamic
equivalents may  be required to represent different operating con-
ditions of the same system. Therefore, it is important to have
computational tools that automate the procedure to evaluate the
dynamic equivalent [7].

Ordinarily, dynamic equivalents can be constructed follow-
ing two distinct approaches: (i) reduction approach, and (ii)
identification approach. The reduction approach is based on an
elimination/aggregation of some components of the existing model
[4,5,9]. The two mostly found in the literature are known as modal
reduction [6,10] and coherency based aggregation [2,11,12]. The
identification approach is based on either parametric or non-
parametric identification [13,14]. In this approach, the dynamic
equivalent is determined from online measurements by adjusting
an assumed model until its response matches with measurements.
Concerning the capability of the model, the dynamic equivalent
obtained from the reduction approach is considerably more reli-
able and accurate than those set up by the identification approach,
because it is determined from an exact model rather than an
approximation based on measurements. However, the reduction-
based equivalent requires a complete set of modeling data (e.g.
model, parameters, and operating status) which is rarely avail-
able in practice, in particular the generators’ dynamic parameters
[5,13,15,16].
On the other hand, due to the lack of complete system
data, and/or frequently variations of the parameters with time,
the importance of estimation methods is revealed noticeably.
Especially, on-line model correction aids for employing adaptive
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http://www.sciencedirect.com/science/journal/03787796
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Fig. 1. 190-buses 46-

ontrollers, power system stabilizers (PSS) or transient stability
ssessment. The capability of such methods has become serious
ival of the old conventional methods (e.g. the coherency [11,12]
nd the modal [6,10] approaches). The equivalent estimation meth-
ds have spread, because it can be estimated founded on data
easured only on the boundary nodes between the study system

nd the external system. This way, without any need of informa-
ion from the external system, estimation process tries to estimate

 reduced order linear model, which is replaced for the external
art. Evidently, estimation methods can be used, in presence of
erfect data of the network as well to compute the equivalent by
imulation and/or model order reduction [15].

Sophisticated techniques have become interesting subject for
esearchers to solve identification problems since 90s. For example,
o obtain a dynamic equivalent of an external subsystem, an opti-

ization problem has been solved by the Levenberg–Marquardt
lgorithm [17]. Artificial neural networks (ANN) are the most
revalent method between these techniques because of its high

nherent ability for modeling nonlinear systems, including power
ystem dynamic equivalents [15,18–25].

Power system real time control for security and stability has pro-
oted the study of on-line dynamic equivalent technologies, which

rogresses in two directions. One is to improve the original off-line
ethod. The mainstream approach is to obtain equivalent model

ased on typical operation modes and adjust equivalent parame-

ers according to real time collected information [4].  Distributed
oordinate calculation based on real time information exchanging
akes it possible to realize on-line equivalence of multi-area inter-

onnected power system in power market environment [4].  Ourari
ators power system.

et al. [26] developed the slow coherency theory based on the struc-
ture preservation technique, and integrated dynamic equivalence
into power system simulator Hypersim, verifying the feasibility of
on-line computation from both computing time and accuracy [27].

Prospects of phasor measurement technique based on global
positioning system (GPS) applied in transient stability control of
power system are introduced in Ref. [4]. Using real data collected
by phasor measurement unit (PMU), with the aid of GPS and
high-speed communication network, online dynamic equivalent of
interconnected power grid may  be achieved [4].

In this paper, the dynamic equivalence problem is formulated
by two objective functions. An evolutionary optimization method
based on genetic algorithms is used to solve the problem.

2. Proposition

The main objective of this paper is the external system’s model
order reduction of an electrical grid, preserving only the frontier
nodes. That is, those nodes of the external system directly linked
to nodes of the study system. At such frontier nodes, fictitious gen-
erators are allocated. The external boundary is defined by the user.
Basically, it is composed by a set of buses, which connect the exter-
nal areas to the study system. There is not restriction about this set.
Different operating conditions are taken into account.
2.1. Network reduction

A first condition for an equivalence strategy is the steady state
preservation on the reduced grid; this means basically a precise
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Fig. 2. Proposed strategy’s flowchart.

oltage calculation. In this paper, all nodes of the external system
re eliminated, except the frontier nodes. By a load flow study, the
omplex power that should inject some fictitious generators at such
odes can be calculated. The nodal balance equation yields,

j ∈ J

pij + Pgi + Pli = 0, ∀i ∈ I (1)

here I is the set of frontier nodes; J is the set of nodes linked
irectly to the ith frontier node; pij is the active power flowing from
he ith to jth node; Pgi is the generation at the ith node; Pli is the load
t the ith node. Thus, the voltages for the reduced model become
qual to those of the full one.

For studies where unbalanced conditions are important, a
imilar procedure could be followed for the negative and zero
quivalent sequences calculation.
.2. Studied system

The power system shown in Fig. 1 depicts a reduced version
f the Mexican interconnected power system. It encompasses 7
stems Research 84 (2012) 58– 64

regional systems, with a generation capacity of 54 GW in 2004 and
an annual consumption level of 183.3 TWh  in 2005. The transmis-
sion grid comprises a large 400/230 kV system stretching from the
southern border with Central America to its northern interconnec-
tions with the US. The grids at the north and south of the country
are long and sparsely interconnected transmission paths. The major
load centers are concentrated on large metropolitan areas, mainly
Mexico City in the central system, Guadalajara City in the western
system, and Monterrey City in the northeastern system.

The subsystem on the right of the dotted line is considered as the
system under study. Thus, the subsystem on the left is the exter-
nal one. There are five frontier nodes (86, 140, 142, 148 and 188)
and six frontier lines (86–184, 140–141, 142–143, 148–143(2) and
188–187). Thus, the equivalent electrical grid has five fictitious
generators at nodes 86, 140, 142, 148 and 188. Transient stabil-
ity models are employed for generators, equipped with a static
excitation system; its formulation is described as follows,

dı

dt
= ω − ω0 (2)

dω

dt
= 1

Tj
[Tm − Te − D(ω − ω0)] (3)

dE′
q

dt
= 1

T ′
d0

[
−E′

g − (xd − x′
d)id + Efd

]
(4)

dE′
d

dt
= 1

T ′
d0

[
−E′

d + (xq − x′
q)iq

]
(5)

dEfd

dt
= 1

TA

[
−Efd + KA(Vref + Vs − |Vt |)

]
(6)

where ı (rad) and ω (rad/s) represent the rotor angular position
and angular velocity; E′

d
(pu) and E′

q (pu) are the internal transient
voltages of the synchronous generator; Efd (pu) is the excitation
voltage; id (pu) and iq (pu) are the d- and q-axis currents; T ′

d0 (s) and
T ′

q0 (s) are the d- and q-open-circuit transient time constants; x’d
(pu) and x′

q (pu) are the d- and q-transient reactances; Tm (pu) and
Te (pu) are the mechanical and electromagnetic nominal torque;
Tj is the moment of inertia; D is the damping factor; KA and TA
(s) are the system excitation gain and time constant; Vref is the
voltage reference; Vt is the terminal voltage; Vs is the PSS’s output
(if installed). The corresponding parameters are selected as typical
[28].

2.3. Formulation

Given some steady state operating point (#CASES) the following
objective functions are defined,

min  f = [f1f2]

f1 =
#CASES∑

op=1

w1op

Ng int∑

k=1

[
ωk ori(t) − ωk equiv(x, t)

]2
(7)

f2 =
#CASES∑

op=1

w2op

Ng int∑

k=1

[
Pek ori(t) − Pek equiv(x, t)

]2
(8)

subject to:

0 =
Ngen eq∑

j=1

Hj −
n∑

Hi (9)
i = 1
i ∈ L

where ωk ori is the time behavior of the angular velocity of those
generators in the original system, that will be preserved (Ng int),
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Fig. 3. Fitness assignment of NSGA-II in the two-objective space.

Fig. 4. Case 1: from top to bottom (i) angular position 37 (referred to slack); (ii) angular speed 28; (iii) electrical torque 41, after a three-phase fault at bus 172.
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Fig. 5. Case 3: from top to bottom (i) angular position 40 (referred to slack); 

fter a disturbance within the internal area; ωk  equiv is the time
ehavior of the angular velocity of those generators in the equiv-
lent system, after the same disturbance within the internal area;
ek ori is the time behavior of the electrical power of those gen-
rators of the original system within the internal area; Pek equiv is
he time behavior of the electrical power of those generators in the
quivalent system within the internal area; Hk is the kth genera-
or’s inertia; L is the set of generators that belong to the external
ystem; Ngen eq is the number of equivalent generators [16,25].
he set of voltages S = {Vi, Vj,. . .,  Vk | complex voltages stemming
rom PMUs}  has been included in the solution.

The main challenge in a multi-objective optimization environ-
ent is to minimize the distance of the generated solutions to the

areto set and to maximize the diversity of the developed Pareto
et. A good Pareto set may  be obtained by appropriate guiding of
he search process through careful design of reproduction oper-
tors and fitness assignment strategies. To obtain diversification
pecial care has to be taken in the selection process. Special care
s also to be taken to prevent non-dominated solutions from being
ost. Elitism addresses the problem of losing good solutions dur-
ng the optimization process. In this paper, the NSGA-II algorithm
Non dominated Sorting Genetic Algorithm-II) [29–31] is used to
olve the formulation. The algorithm NSGA-II has demonstrated
o exhibit a well performance; it is reliable and easy to handle. It
ses elitism and a crowded comparison operator that keeps diver-
ity without specifying any additional parameters. Pragmatically,
t is also an efficient algorithm that has shown better results to

olve optimization problems with multi-objective functions in a
eries of benchmark problems [31,32]. There are some other meth-
ds that may  be used. For instance, it is possible to use at least
wo population-based non-Pareto evolutionary algorithms (EA)
gular speed 34; (iii) electrical torque 39, after a three-phase fault at bus 144.

and two Pareto-based EAs: the Vector Evaluated Genetic Algorithm
(VEGA) [36], an EA incorporating weighted-sum aggregation [33],
the Niched Pareto Genetic Algorithm [34,35],  and the Nondom-
inated Sorting Genetic Algorithm (NSGA) [29–31];  all but VEGA
use fitness sharing to maintain a population distributed along the
Pareto-optimal front.

3. Results

In this case, the decision variables, x, are eight parameters
per each equivalent generator: {xd, x′

d
, xq, x′

q, T ′
d0, T ′

q0, H, D}. In this
paper, for five equivalent generators, there are 40 parameters to be
estimated.

Likewise, in this case, a random change in the load of all buses
gives rise to the transient behavior. A normal distribution with zero
mean is utilized to generate the increment (decrement) in all buses.
The variation is limited to a maximum of 50%. The disturbance lasts
for 0.12 s and then it is eliminated; the studied time is 2.0 s. To
attain more precise equivalence for severe operating conditions,
this improvement could require load variations greater than 50%.
However, this bound was  used in all cases. Fig. 2 depicts a flowchart
of the followed strategy to calculate an optimal solution.

In this paper, three operating points are taken into account: (i)
Case 1, the nominal case [37]; (ii) Case 2, an increment of 40% in load
and generation; (iii) Case 3, a decrement of 30% in load and gen-
eration. To account for each operating condition into the objective

functions, the same weighted factors have been utilized (wi = 1/3),
Eqs. (7)–(8).

Table 1 summarizes the estimated parameters for five equiv-
alent generators, according to the two  objective functions. The
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Table  1
Parameters of the equivalent under a maximum of 50% in load variation.

Gequiv 1 Gequiv 2 Gequiv 3 Gequiv 4 Gequiv 5

f1 f2 f1 f2 f1 f2 f1 f2 f1 f2

xd 0.108 0.104 2.140 2.100 1.920 1.910 0.159 0.179 0.324 0.362
x′

d 0.113 0.113 0.819 0.869 0.396 0.396 0.0876 0.132 1.900 1.950
T ′

d0 10.70 10.70 39.60 39.60 18.80 18.70 11.50 11.50 11.70 11.70
xq 0.710 0.750 0.530 0.519 0.288 0.308 2.470 2.460 0.705 0.803
x′

q 0.395 0.385 0.874 0.805 0.901 0.926 0.922 0.953 0.882 0.884
′ 280 
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T q0 4.950 4.820 33.30 33.40 4.
H  4.610 4.610 22.27 22.27 47.
D  18.03 18.40 535.6 536.6 239.

lectromechanical modes associated to generators of the internal
ystem are closely preserved. These generators are fictitious and
asically are useful to preserve some of the main interarea modes
etween the internal area and the external one [16].

Thus, in order to avoid the identification of the equivalent gener-
tors’ parameters based on a specific disturbance, in this paper the
se of random changes in all the load buses is used. This will give
ise to parameters valid for different fault locations. The allowed
hange in the load (in this paper, 50%) will result in a slight varia-
ion of transient reactances. Further studies are required to assess
ensitivities. Fig. 3 shows a typical Pareto front for this application.
he NSGA-II runs on a Matlab platform and the convergence lasts
or 3.25 h for a population of 200 individuals and 20 generations.

It is assumed that phasor measurement units (PMUs) are
nstalled at specific buses (188, 140, 142, 148, and 86 in the external
ystem, and 141, 143, 145, and 182 in the internal system), which
asically correspond to the frontier nodes. Likewise, it is assumed
hat the precise voltages are known in these buses every time. By
he inclusion of the PMUs, there is a noticeable improvement in the
oltages’ information at the buses near them, due to the fact that it
s assumed the PMUs’ high precision.

In this paper, the simulation results obtained by the full and
he reduced system are compared by a closeness measure, the

ean squared error (MSE). The goal of a signal fidelity measure
s to compare two signals by providing a quantitative score that
escribes the degree of similarity/ fidelity or, conversely, the level
f error/distortion between them. Usually, it is assumed that one
f the signals is a pristine original, while the other is distorted or
ontaminated by errors [38].

Suppose that z = {zi|i = 1, 2,. . .,  N} and y = {yi|i = 1, 2,. . .,  N} are
wo finite-length, discrete signals, where N is the number of signal
amples and zi and yi are the values of the ith samples in z and y,
espectively. The MSE  is defined by,
SE(z, y) = 1
N

N∑

i=1

(zi − yi)
2 (10)

able 2
SE  for Case 2 (Three-Phase Fault at Bus 168).

Angular position Angular speed 

wk = 1/3 w2 = 2/3, w1 = w3 = 1/6 wk = 1/3 

Gen 39 2.13E−01 1.54E−01 6.36E−05 

Gen  28 1.79E−01 9.39E−02 3.43E−05 

Gen  29 1.12E−01 4.96E−02 4.84E−05 

Gen  30 1.01E−01 4.27E−02 3.31E−05 

Gen  32 2.80E−01 1.02E−01 4.34E−05 

Gen  33 2.97E−01 1.09E−01 4.81E−05 

Gen  34 1.70E−01 1.04E−01 4.03E−05 

Gen  37 1.68E−01 1.08E−01 5.23E−05 

Gen  38 1.53E−01 9.54E−02 4.47E−05 

Gen  40 1.91E−01 1.15E−01 5.27E−05 

Gen  41 1.93E−01 1.18E−01 5.52E−05 

Gen  42 1.68E−01 1.07E−01 4.17E−05 
4.100 16.90 16.90 12.80 12.90
47.26 69.23 69.23 33.93 33.93

239.1 41.90 42.00 705.1 705.2

Figs. 4–5 illustrate the transient behavior of some representa-
tive signals after a three-phase fault at buses 172 (Fig. 4) for the
Case 1; and 144 (Fig. 5) for the Case 3. Bus 39 is selected as the
slack bus. Values in Table 2 show the corresponding MSE  values
for the twelve generators of the internal system for each operat-
ing case. Such values indicate a close relationship between the full
and reduced signals’ behavior. In order to improve the equivalence
of a specific operating point, it is possible to weight it differently
through the factors w1–3, Eqs. (7)–(8).  Table 2 shows the MSE’s val-
ues when Case 2 has a higher weighting than Case 1 and Case 3
(w2 = 2/3, w1 = w3 = 1/6). These values indicate that a closer agree-
ment is attained between signals with the full and the reduced
model. It is emphasized that the equivalence’s improvement could
require load variations greater than 50% for off-nominal operating
conditions.

4. Conclusions

Undoubtedly, the power system equivalents’ calculation
remains a useful strategy to handle the large amount of data, cal-
culations, information and time, which represent the transient
stability studies of modern power grids. The proposed approach
is founded on a multi-objective formulation, solved by a genetic
algorithm, where the objective functions weight independently
each operating condition taken into account. The use of information
stemming from PMUs helps to improve the estimated equivalent
generators’ parameters. Results indicate that the strategy is able
to closely preserve the oscillating modes associated to the inter-
nal system’s generators, under different operating conditions. That
is due to the preservation of the machines’ inertia. The use of
an index to measure the proximity between the signal’s behav-
ior after a three-phase fault, indicates that good agreement is

attained. In this paper, the same weighting factors have been used
to assess different operating conditions into the objective func-
tions. However, depending on requirements, these factors can be
modified. The equivalence based on an optimal formulation assures

Electrical power

w2 = 2/3, w1 = w3 = 1/6 wk = 1/3 w2 = 2/3, w1 = w3 = 1/6

6.90E−05 9.40E−02 6.91E−02
2.75E−05 4.09E−05 2.50E−05
2.29E−05 9.25E−04 5.38E−04
1.62E−05 9.75E−04 4.52E−04
2.69E−05 4.26E−04 5.16E−04
3.29E−05 9.85E−04 1.15E−04
4.09E−05 9.19E−03 6.17E−03
5.39E−05 1.12E−02 8.48E−03
4.60E−05 1.29E−02 1.01E−02
5.14E−05 2.26E−03 1.06E−03
5.39E−05 2.50E−04 1.16E−04
4.28E−05 5.23E−05 3.02E−05
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roximity between the full and the reduced models. Closer prox-
mity is reached if more stringent convergence’s parameters are
efined, as well as additional objective functions, as line’s power
ows, are included.
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