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Abstract
As the number of elements in large-scale massively parallel computers, Multiprocessors System-on-Chip (MP-SoCs), and peer-to-peer communication networks increases, the probability of component failure becomes significant. Consequently, fault-tolerance turns out to be a key issue in the design of such systems. Adaptive routing algorithms have been frequently suggested as a means of improving communication performance in such systems. These algorithms, unlike deterministic routing, can utilize network state information to exploit the presence of multiple paths. Before such schemes can be successfully incorporated in networks, it is necessary to have a clear understanding of the factors which affect their performance potential. This paper investigates the performance of nine prominent adaptive fault-tolerant routing algorithms in wormhole-switched 2-D tori with a routing scheme suggested by Chalasani and Boppana [1], as an instance of a fault-tolerant method. The suggested scheme is widely used in the literature to achieve high adaptivity and support inter-processor communications in massively parallel computers due to its ability to preserve both communication performance and fault-tolerant demands in these networks. The performance measures studied in the paper are the throughput, average message latency and average usage of virtual channels per node. Results obtained through simulation suggest two classes of presented routing schemes as high performance candidates in most faulty networks. Furthermore, we propose an analytical model to assess the performance behavior of a fully adaptive routing which has been shown to be one of the most efficient routings in the torus networks. The validity of the model is demonstrated by comparing analytical results with those obtained through simulation experiments.
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1. Introduction
Large-scale massively parallel computers, Multiprocessors System-on-Chip (MP-SoCs), and peer-to-peer communication networks provide high performance computing that allows users to deal with large and heavy computational tasks. Parallel machines have a dedicated, high bandwidth interconnect network that deliver messages with a very low latency. This low latency is achieved by using fast routing components, single-chip switches with short wire delays, wide links, and putting the network interface close to the processor, typically on the processor-memory bus. In these systems, tasks are executed by a set of intercommunicating nodes or processors. The communication is usually carried out by means of passing messages from one node to another over the interconnect network. The performance of the interprocessor communication depends largely on the network topology, the switching method, and the path selection technique. The torus topology has become a popular interconnect architecture for constructing massively parallel computers. Many parallel systems adopt low dimensional torus networks due to their low communication latency and high bandwidth [2, 3].

Most of the contemporary massively parallel computers use wormhole switching (also widely known as wormhole...
routing [3, 4]) mechanism to support their interprocess communication. In the wormhole switching, a message is divided into a sequence of fixed-size units of data, called flits. If a communication channel transmits the first flit of a message, it must transmit all the remaining flits of the same message before transmitting flits of another message. Wormhole switching only requires small buffers in the routers through which messages are routed. Also, it makes message latency largely insensitive to the distance in the network. The main drawback of wormhole switching is that blocked messages remain in the network, therefore they waste channel bandwidth and block other messages. In order to reduce the impact of message blocking, physical channels may be split into virtual channels by providing a separate buffer for each virtual channel and by multiplexing physical channel bandwidth between virtual channels. The use of virtual channels can increase throughput considerably by dynamically sharing the physical bandwidth among several messages [1-7].

Message passing in massively parallel computers is implemented based on a routing algorithm that determines the path which a message follows to reach its destination. Routing algorithms for these systems are generally classified as being either deterministic or adaptive [2-4]. In deterministic routing, all messages between a given source/destination pair will follow the same path. One of the main benefits is that in-order arrival of messages is preserved. However, deterministic routing usually makes an inefficient use of the network resources [4]. An alternative, but complementary approach, to improve network performance consists of using adaptive routing. This routing strategy provides alternative paths to route messages, thus avoiding congested regions in the network and increasing throughput.

While high throughput and low latency are key features of interconnect networks, the issue of fault-tolerance is now becoming increasingly important. The huge number of processors and associated devices (memories, switches, and links, etc.) significantly affects the probability of failure. Each individual component can fail and, thus, the probability of failure of the entire system increases dramatically. Therefore, in such systems, it is critical to keep the system running, even in the presence of failures. In addition, failures in the interconnect networks may isolate a large fraction of the machine, containing many healthy processors that could have been used. Although network components, like switches and links, are robust, they are working close to their technological limits and, therefore, they are prone to failures. Increasing clock frequencies leads to a higher power dissipation, which again could lead to premature failures. Fault-tolerance is the ability of a routing algorithm to bypass faulty nodes/links in the network. In a large sized network, it is essential to design a fault-tolerant routing algorithm that can route messages in the presence of faulty components. Fault-tolerant routing for large-scale parallel computers has been the subject of extensive research in recent years [1, 7-18]. Chalasani and Boppana [1] have presented an efficient framework to design fault-tolerant routings to handle a convex (or block) fault model for the torus networks. Also addressing convex faults, the key concept used in their method is that, for each fault region, a fault ring consisting of fault-free nodes and physical rings can be formed around it. These fault rings can be used to route messages around fault regions.

Most network performance evaluation studies have been conducted by means of software simulation [4-13, 15, 16, 19]. To study the relative performance merits of routing algorithms, however, using simulation techniques is limited by the excessive computation times required to run large simulations. In contrast analytical modeling offers a cost-effective and versatile tool to carry out such study typically by requiring a far lower computational load. In this paper, the performance of nine routing algorithms is investigated in 2-D wormhole-switched torus based on a routing scheme suggested by Chalasani and Boppana [1], as an instance of a fault-tolerant routing. This method is widely used in the literature for supporting high adaptivity and inter-processor communications in parallel computers due to its ability to preserve both communication performance and fault-tolerant demands in such networks. Two of these algorithms are the basis of the other four algorithms. The routing algorithms used are the Positive-Hop (PHop), Negative-Hop (NHop), Duato’s routing, Minimal routing, and Fully-Adaptive routing. The other four algorithms are resulted from some modifications that are being applied to the basic routing algorithms. Furthermore, we will derive a mathematical model to assess the performance behavior of a fully adaptive routing which has been developed in the paper and shown to be one of the most effective routings in the torus networks.

The remainder of the paper is organized as follows. Section 2 reviews some definitions and background of the torus and describes the concept of fault models used in this paper. This section also introduces briefly Chalasani-Boppana’s routing scheme. Section 3 describes the basic adaptive routing algorithms, which are fortified with Chalasani-Boppana’s scheme. Four sets of the modified routing algorithms are introduced in Section 4. Section 5 gives simulation results on the performance study of the routing algorithms in the presence and absence of faults. This section also investigates the traffic load distribution around the fault-rings. Section 6 gives an overview of the model assumptions used in the paper, and outlines the analytical modeling approach. Section 7 compares the delays predicted by the analytical model with those obtained through simulation experiments. Finally, Section 8 summarizes the work reported in the paper and presents possible directions for future work.

2. Preliminaries

The topological structure of an interconnect network can be modeled by a graph. This fact has been universally accepted and used by computer scientists and engineers. Moreover, it has been practically demonstrated that the graph theory is a very powerful mathematical tool for designing and analyzing topological structure of interconnect networks. In this section, we will briefly recall some basic concepts and notation of the graph theory used in this paper as well as the corresponding backgrounds of fault-tolerant networks.

2.1 The Torus and its Node Structure

A \((k, n)\)-torus (also known as \(k\)-ary \(n\)-cube) has \(n\) dimensions, denoted \(\text{DIM}_0\), \(\text{DIM}_1\), \(\ldots\), \(\text{DIM}_{n-1}\), and \(N=k^n\) nodes. Each node is uniquely indexed by an \(n\)-tuple in radix \(k\) \([2, 3]\). Each node is connected via communication links to
two other nodes in each dimension. The neighbors of the node \( x=(x_{1-1}, \ldots, x_0) \) in \( \text{DIM}, (0 \leq i \leq n) \) are \( x=(x_{i-1}, \ldots, x_{i-1}, x_{i+1}, x_{i+1}, \ldots, x_0) \) where addition and subtraction are modulo \( k \).

A link is said to be wraparound link if it connects two neighbors whose addresses differ by \( k-1 \) in \( \text{DIM} \). In this paper, to simplify presentation, we consider \((k, 2)\)-torus networks with bi-directional links-implemented using two unidirectional physical communication channels. We denote the link between nodes \( x \) and \( y \) by \( <x, y> \) and virtual channels of class \( i \) as \( \text{VC}_i \). We assume that a crossbar is used in each router to connect its input channels to its output channels.

### 2.2 The Fault Model

In recent years, many studies have addressed several issues in the field of fault-tolerance and reliability analysis of large-scale parallel and distributed systems. These researches span a wide range of systems such as massively parallel processors [13], cluster-based systems [14], mobile systems [15], sensor networks [16], and more recently Mp-SoCs [17]. Fault-tolerant designs of these systems aim at providing continuous operations in the presence of faults by allowing the graceful degradation of system. The fault-tolerant computing literature is extensive and thorough in the definition of fault models for the treatment of faulty digital systems. One approach in fault characterization is by its nature, duration and extent. Classification by nature is either random or systematic faults. Random faults are usually hardware faults in components of a system, which occur with a certain probability, while systematic faults such as software failures are faults, which are not random, and either a component has it, or it does not have it [1-3, 8, 10, 12]. Faults can be classified by their duration as transient and permanent faults. Transient faults persist in the system for only a short duration, while permanent faults remain in the system until it is repaired and may be either static or dynamic. Static faults are presented in the network when the system is powered on. Dynamic faults appear randomly during the operation of the system. Finally, classification by extent is either localized faults that affect only a single hardware or software module or global faults, which have effects that permeate through the entire system [1-3, 10, 12, 18].

In a network there exist two classes of faults: either the entire processing element (PE) along with its associated router can fail or just a physical link may fail. The former is referred to as a node failure, and the latter as a link failure [3, 10]. On a node failure occasion, all physical links incident on the failed node are also marked faulty at adjacent routers [3, 10]. Adjacent faulty nodes are coalesced into fault regions, which may lead to different patterns of failed components. Faulty regions extended by faulty components, may form convex or concave shape [1-3, 10, 12].

In this paper, we focus on the block fault model, which is suitable for modeling faults at the chip, multi-chip modules, and board level in networks with grid structures, particularly in torus, and mesh topologies. Furthermore, our approach tolerates only node failures since the structure of nodes are more complex than links and thus possess higher failure rates [2, 3]. We assume fault patterns are static and do not disconnect the network. A network is disconnected if there exist two nodes without any fault-free path to route messages between them [1-3].

### 2.3 The Boppana-Chalasani’s Scheme

Chalasani and Boppana [1] have presented an efficient method to enhance wormhole switching for deadlock-free fault-tolerant routings in the torus networks. They considered arbitrarily-located faulty blocks and assumed only local knowledge of faults. Messages are routed via shortest paths when there are no faults, and this constraint is only slightly relaxed to facilitate routing in the presence of faults. The key concept used in their method is that, for each connected fault region of the network, it is feasible to connect the fault-free components around the fault to form a ring. This is the fault ring, \( f \)-ring, for that fault and consists of the fault-free nodes and channels that are adjacent (row-wise, column-wise, or diagonally) to one or more components of the fault region. The \( f \)-rings provide alternate paths to messages blocked by faults and used to route messages around rectangular fault regions. At most four additional virtual channels are sufficient to make any adaptive algorithm tolerate multiple block faults in torus networks. They have shown that for a fully adaptive algorithm good performance can be obtained with as many as 10% failures.

### 3. Fault-tolerant Routing Algorithms in Torus

In this section, we utilize the Chalasani-Boppana’s scheme, in which any adaptive routing algorithm can tolerate multiple block fault regions in a torus network. Our approach employs a number of prominent adaptive routings as many as possible to route messages. When a message is blocked by faults at node \( x \) and there is no fault-free link \(<x, y>\) such that the hop from \( x \) to \( y \) is along the shortest path, the additional routing logic is required to route the message around the fault regions. To achieve this goal, we incorporate the routing scheme suggested by Chalasani and Boppana [1], as a well-known instance of a fault-tolerant routing widely used in the literature to make any adaptive routing algorithm tolerate to multiple block faults in the torus networks.

Many researchers are investigating suitable adaptive wormhole switching algorithms for high performance and fault-tolerant routing in \((k, n)\)-tori and other networks. Most of their results are on the design of adaptive wormhole switching algorithms using a few virtual channels as possible. Incorporating adaptivity may improve the throughput and average message latency. However, there are no general results, which show the applicability of these algorithms to derive corresponding, wormhole-switched and fault-tolerant routing algorithms. To the best of our knowledge, this work is the first effort in characterizing a variety of adaptive routings with respect to their fault-tolerant performance and design trade-offs. To further illustrate our evaluation, we consider five well-known basic routing algorithms; two hop-based routings (i.e., PHop, NHop), Duato’s routing, Minimal routing, Fully-Adaptive routing, and four other sets of improved algorithms based on the basic routings; and we will show how these algorithms may affect the performance of a network.

### The Positive-Hop (PHop) routing scheme

In the well-known PHop algorithm (originally proposed for store-and-forward switching), the number of buffer classes in
each node is equal to the diameter of the network plus one.

Thus, for \((k, n)\)-torus networks the number of buffer classes is equal to \(n\lceil k / 2 \rceil + 1\). A message, as soon as generated, is placed in the buffer of class 0 in the source node. During the course of its journey towards its destination, the message occupies a buffer of class \(i\) at an intermediate node if and only if the message has taken exactly \(i\) hops to reach that intermediate node. A disadvantage of this algorithm is that, it requires a large number of classes of buffers. Figure 1 illustrates an example of the PHop routing algorithm [20].

The Negative-Hop (NHop) routing scheme

The NHop wormhole-switched algorithm has been discussed in [18]. To employ the NHop algorithm, the network is colored, and each node is given a label corresponding to its color. A hop by a message is a negative hop if it moves from a node with higher label to a node with lower label. Any other hop is a non-negative hop. Messages when injected to the network have 0 negative hops and are routed minimally when there are no faults. If a message has taken \(i \geq 0\) negative hops, then it uses virtual channels of class \(i\) for its next hop (see Figure 2). The NHop uses 

\[
1 + \left\lceil n \left\lfloor k / 2 \right\rfloor / 2 \right\rfloor
\]

virtual channels and provides minimal fully adaptive routing in a fault-free torus. The advantage of the NHop scheme is that it requires fewer buffer classes than that of the PHop.

4. Modifications of the basic routing algorithms

The hop-based fully adaptive routings (PHop and NHop) described in the previous section do not utilize virtual channels because they start their journey originating from virtual channel 0. However, very few packets take the maximum number of hops (network diameter) and use all the virtual channels. Virtual channels with lower number are utilized more than virtual channels with higher numbers. Figure 3 depicts the average usage of different virtual channels in an 8×8 torus under uniform traffic. In our simulation methods, the channel usage is identical for all traffic generation rates and any virtual channel set size.

The PHop and NHop routing schemes can be improved by giving each header flit a number of bonus cards. In the PHop routing algorithm with bonus cards (Pbc), the number of bonus cards is equal to the diameter of the network minus the number of hops it is going to take. For the NHop scheme with bonus cards (Nbc) it is equal to the maximum possible negative hops minus the number of required negative hops to reach the destination node. A message with no bonus cards, is routed exactly the same as in the cases of PHop and NHop algorithms. In routing a message with \(b\) bonus cards, \((b \geq 1)\), any of virtual channels numbered 0, 1, …, \(b\) can be used for the first hop of the message. Thus, a message with bonus cards has a wider choice of virtual channels and is likely to choose the least congested one for the first hop. The average usage percent of virtual channels for the basic routing algorithms using bonus cards has been illustrated in Figure 3.

4.1 Increasing Adaptivity of the Routing Algorithms

We have used Duato’s protocol [2, 3, 19] for designing fully adaptive routing algorithms to further improve the adaptivity of the basic algorithms (PHop, NHop) and those improved with bonus cards (Pbc, Nbc). According to the Duato’s approach, virtual channels are divided into adaptive (class \(a\)) and deadlock-free (class \(b\)) virtual sub-networks. At each step, a message visits adaptively any available virtual channel from class \(a\). If all the virtual channels belonging to class \(a\) are busy it visits a virtual channel from class \(b\) using a deadlock-free routing algorithm described in Section 3 (basic and improved ones with bonus cards). The virtual channels of class \(b\) define a complete deadlock-free virtual sub-network, which acts like as a drain for the sub-network built from virtual channels belonging to class \(a\). If we employ PHop and NHop routing schemes (with or without bonus cards), at least 

\[
1 + \left\lfloor n \left\lfloor k / 2 \right\rfloor / 2 \right\rfloor
\]

virtual channels are required for class \(b\), respectively. For example, to implement the PHop and NHop algorithms on an 8×8 torus, these values are equal to 9 and 5 virtual channels per physical channel, respectively. Network performance is maximized when the extra virtual channels are added to adaptive virtual channels in class \(a\) [2, 3, 19]. Therefore, the best performance is achieved when class \(b\) contains minimum required virtual channels and extra virtual channels are allocated to class \(a\).

In Figure 3, we use the Pbc and Nbc algorithms (PHop and NHop with bonus cards) for routing using class \(b\) virtual...
channels. This figure illustrates the average number of virtual channels used for a network with 64 nodes when Pbc and Nbc routing schemes are integrated with Duato’s routing as discussed above. In this figure, virtual channels 0 (VC0) and 1 (VC1) belong to class a, and other virtual channels belong to class b.

5. Simulation Results

To compare the performance issues of the routing algorithms, we have developed an event-driven simulator at flit-level. The simulator is written in C# language and can be used for wormhole switching in \((k, n)\)-torus with and without faults. The crossbar switch in the router allows multiple messages to traverse a node simultaneously. Virtual channels that have messages to transmit use the physical channel in a round robin manner. Each virtual channel uses one input buffer and one output buffer. Each buffer can store one flit. Also the small capacity is selected to minimize the router complexity and to reduce its delay. Also it takes one network cycle to transmit a flit between neighbors.

To limit the search space, we have fixed some important parameters in the following performance comparisons. We have conducted our simulations for \(N=8^2\) tori. In the literature, fixed-length messages with 32, 64, or 100 flits are commonly considered \([8-12, 18]\). We have considered 64-flit messages in this study. The destination of each message is distributed randomly, and the message inter-arrival times are distributed exponentially. We have also considered uniform traffic pattern. This type of traffic could be representative of the traffic generated in massively parallel computations in which array data are distributed among the nodes using hashing techniques \([1-3, 7-12, 18]\). We consider only node failure and assume that a faulty node is randomly generated subject to the overlapping fault-ring model. We also assume that faults are non-malicious, fault patterns are static \([1-3, 8-10]\) and do not disconnect the network. Therefore only non-faulty nodes generate messages. Further, messages are destined only to fault-free nodes. These assumptions are commonly made in fault analysis in the literature \([1-3, 8-18]\).

We ran each simulation for 300,000 flit times and sufficient warm-up times (by discarding the information obtained during the first 10,000 flit times) provided to allow the network to reach the steady state. After the warm-up time, the network traffic is sampled at periodic intervals and the performance measures have been gathered through the simulation.

The most important performance measures are message latency and network throughput. We use normalized throughput and average message latency as the performance metrics. The normalized throughput is defined as the number of messages received over the number of messages that can be transmitted at the maximum load \([2]\). The normalized throughput and average message latency achieved are plotted against traffic generation rate in Figures 4 and 5 for uniform traffic using 64-flit messages and 10 virtual channels per physical channel. For low traffic load, all nine algorithms have the same latency. However, the six hop-based schemes and the other three algorithms behave differently during and after saturation. The two algorithms achieved from store-and-forward switching have similar throughputs with NHop being slightly better: NHop has better latency and throughput in saturation. In particular, NHop being saturate after 0.066 and PHop shows signs of saturation at about 0.045.

![Figure 4. Comparison between the throughput of routing algorithms against the traffic load in an 8x8 torus with 64-flit message length and 10 virtual channels per physical channel](image)

![Figure 5. The average message latency of adaptive routing algorithms against the traffic load in an 8x8 torus with 64-flit message length and 10 virtual channels per physical channel](image)

The latencies of the other algorithms rise abruptly at the point of saturation. Furthermore, the achieved throughputs of the three algorithms increase steadily. The NHop and Duato-Nbc algorithms achieve their peak throughputs of 0.35 and 0.36, respectively, at 100% traffic load and the Nbc algorithm does not exhibit better performance than the Duato’s routing. The Fully-Adaptive algorithm has lower peak throughput than Minimal routing and saturates more quickly. The Minimal routing has a peak throughput of 0.34, which occurs at traffic rate of 0.025. Another observation from Figure 4 is that Duato’s routing performs better than Minimal and Fully-Adaptive routings. It is evident from the curves that the fully adaptive hop-based schemes augmented with Duato’s methodology (i.e., Duato-Pbc, and Duato-Nbc) yield better throughputs compared to the other routing algorithms for the conditions considered in this study. This could be due to the use of more virtual channels per physical channel in class b, balancing the traffic load on virtual channels. For instance, Duato-Pbc gives better throughput and also uses more virtual channels than any other algorithm.

The average message latency for an 8x8 torus is plotted against offered traffic in Figure 5. In this configuration we need 9 and 5 virtual channel classes for PHop and NHop.
routings, respectively. We have also used 1 and 2 virtual channels in each class, respectively. Therefore, in this network each physical channel has 10 virtual channels that can ensure a fair comparison under almost equal hardware cost. Network configuration for Pbc and Nbc algorithms is the same as that for the PHop and NHop routing algorithms.

Figure 5 reveals that for low and medium traffic loads all six routing algorithms have the same latency. But they begin to behave differently around the saturation region. The basic algorithms with bonus cards (Pbc and Nbc) have better performance than the two basic algorithms. This figure also depicts that under an equal number of virtual channels per physical channel, Duato-based improved routing algorithms have higher throughputs and lower latencies compared to the basic algorithms with bonus cards. It can be seen that Duato’s methodology with Nbc (Duato-Nbc) has a better performance, due to the fact that in the Nbc routing scheme, there are more virtual channels in the adaptive class (i.e., class a).

5.1 Performance Study of the Routing Algorithms with Faults

We have simulated an 8×8 torus with 5% and 10% of total network nodes faulty. In each case, we have randomly generated the required number of faulty nodes. To see the performance degradation with faults, we have also simulated the routing algorithms on a fault-free torus. The simulation results reported in this section are for the mentioned above algorithms fortified with the Chalasani-Boppana’s scheme. Comparative performance across different fault cases is specific to the fault sets used. Therefore, we have further simulated the routing algorithms for mentioned above fault cases. For each case, we have simulated 10 different fault sets for 100% traffic load. The values obtained from the 10 different fault sets are averaged and shown in Figures 6 and 7.

Figure 6. The average message latency of adaptive routing algorithms against the traffic load in an 8×8 torus with 64-flit message length, 10 virtual channels per physical channel, and various fault cases 0%, 5%, and 10%

As the number of faults is increased, the latency increases and the throughput also drop steadily. By comparing the fault-free and 10% fault cases, we find that Duato-Nbc has 21% increase in latency and 24% decrease in throughput. For the fault-free network, the Duato-Nbc has a peak utilization of 0.36 at a latency of 535 cycles. The Duato-Nbc shows the graceful degradation of performance in the presence of faults. Moreover, in the case of failure, Nbc gives better throughput than the NHop and PHop due to utilizing the fewer virtual channels. A possible explanation is that the load on virtual channels is balanced in Nbc but not in NHop and PHop algorithms.

5.2 Traffic Analysis of Routing Algorithms Around Fault-rings

Interconnect networks are based on the most regular topologies. Routing algorithms, switching techniques, and even deadlock freedom proofs benefit from the regularity of such networks, which would be affected by existence of faulty components. In regular networks with uniform traffic, network resources are used evenly among all the nodes. However, in the presence of faults, traffic is jammed in some regions of network and creates bottlenecks. These local bottlenecks may degrade the overall performance of network especially in case of wormhole-switched networks. These bottlenecks may cause uneven power dissipation in Networks-on-Chip (NoCs) and make hotspots in some regions in the chip. It is therefore essential for a fault-tolerant routing algorithm to be equipped with a comprehensive traffic analysis. Unfortunately, it is a time consuming process and requires advanced tools to examine the traffic around fault regions. Therefore, many of researchers did not perform a detailed analysis of traffic around fault regions [1, 8-12, 16]. In this section, in an attempt to gain a deep understanding of the issue of traffic analysis on faulty networks, we investigate the traffic load distribution around fault-rings.

Figure 8 depicts the simulation results on the distribution of traffic load around fault-rings. Three fault regions with a row-wise overlapping are considered: a region of size 3×2 and two regions of size 1×1. For the fault-free network, NHop, Nbc, and Duato-Nbc are very attractive, with peak traffic load 39%, 40.9%, and 39.9%, respectively. However, faults may affect the performance of Nbc and Duato-Nbc significantly. As depicted in this figure, performance degradation in the routing algorithms is mainly related to some bottlenecks in small areas of network especially at the corners of fault rings. This can be explained as follows. The
bottleneck in a corner of fault region could propagate traffic to neighbor nodes and increase the total network latency. The reason behind this behavior has a root in the nature of wormhole switching, which has a great potential to propagate effects of regional bottlenecks into the entire network. Moreover, there is heavy a competition for channels around each fault-ring, which makes each fault-ring act like a hotspot. For example, the performance of Minimal routing with a peak traffic of 75.5% is worse than other adaptive routings. The interesting point is that, messages that are routed via this routing are unable to avoid fault-rings along their shortest paths and this event reduces throughput and increases latency even for normal messages, which may be waiting for the channels reserved by misrouted messages prior to misrouting. Therefore, the effects of hotspots observed for Minimal routing are more severe compared with the other routing algorithms. To alleviate the hotspot problem, we can use more virtual channels. However, the hardware cost will also be increased.

6. Analytic Performance Modeling

In this section, we present an analytical model for fully adaptive wormhole routing in a torus network. Due to superior performance of Duato-Nbc algorithm, our analysis focuses on this routing scheme but the proposed modeling approach can be applied for the other routing algorithms after few changes in the model. The most important performance measure in our model is the average message latency.

6.1 Model Assumptions

The model makes assumptions, which are commonly used in the literature [21-26], and are listed below.

(i) Messages destinations are uniformly distributed across the network nodes.

(ii) Nodes generate traffic independently of each other, following a Poisson process with an average rate of \( \lambda_g \) messages per cycle.

(iii) The message length is fixed at \( M \) flits, each of which requires one cycle transmission time between two adjacent routers.

(iv) The local queue at the injection channel in the source node has infinite capacity. Messages at the destination node are transferred to the local PE one at a time through the ejection channel.

(v) \( V \) virtual channels per physical channel are used. These virtual channels are used according to the Duato-Nbc routing scheme, which are divided into \( V_1 \) and \( V_2 \) classes (\( V = V_1 + V_2 \)). This number of virtual channels yields the optimal performance compared to the other algorithms proposed in [3, 18, 19].

In the following section, we derive the mathematical model that approximate the behavior of 2-D torus communication system using Duato-Nbc routing algorithm.

6.2 The Proposed Analytical Model

The average message latency is composed of the average network latency, \( \bar{S} \), which is the time to cross the network and the average waiting time seen by the message in the source node, \( \bar{W}_s \), before entering the network. However, to capture the effects of virtual channels multiplexing, the mean message latency has to be scaled by a factor, say \( \bar{V} \), representing the average degree of virtual channels multiplexing, that takes place at a given physical channel. Therefore, the average message latency can be approximated as [23]

\[
Average \text{ Message \ Latency} = (\bar{S} + \bar{W}_s)\bar{V}
\]  

(1)

In what follows, we will describe the calculation of \( \bar{S} \), \( \bar{W}_s \), and \( \bar{V} \).

6.2.1 Calculation of the Mean Network Latency

Under uniform traffic pattern, the average number of channels that a message visits along a given dimension and across the network, \( \bar{k} \), \( \bar{d} \) respectively, are given by Agarwal [24]

\[
\begin{align*}
\bar{k} &\approx k / 4 \\
\bar{d} & = 2\bar{k}
\end{align*}
\]  

(2)

Fully adaptive routing allows a message to use any available channel that brings it closer to its destination resulting in an evenly distributed traffic rate on all network channels. The mean arrival rate, \( \lambda_s \), on a given channel is determined as follows. A PE generates, on average, \( \lambda_g \) messages in a cycle, which are evenly distributed among the 4 output channels. Since each message travels, on average, \( \bar{d} \) hops to cross the network, we can write the rate on a channel, \( \lambda_c \), as

\[
\lambda_c = \lambda_g \bar{d} / 4
\]  

(3)

Since the torus topology is symmetric, averaging the network latencies seen by the messages generated by only one node for all other nodes gives the average message latency in thenetwork. Let \( s = (s_x, s_y) \) be the source node and \( d = (d_x, d_y) \) denotes a destination node such that \( d \in G - \{s\} \) where \( G \) is
the set of all nodes in the network. We define the set $H = \{h_x, h_y\}$, where $h_x$ and $h_y$ denote the number of hops that the message makes along $\text{DIM}_x$ and $\text{DIM}_y$, respectively, i.e. $(s_x + h_x) \mod k = d_x$, and $(s_y + h_y) \mod k = d_y$.

$$
\begin{align*}
& h_x = \|x - d_x\| \\
& h_y = \|y - d_y\|
\end{align*}
$$

(4)

where $\|x - y\|$ denotes the distance between a source node $x$ and a destination node $y$.

The network latency, $S_H$, seen by a message crossing the network from node $x$ to node $d$ consists of two parts: the first part is the actual message transmission time, and the second part is the blocking time in the network. Therefore, $S_H$ can be written as

$$
S_H = M + \|H\| + \sum_{v=1}^{\|v\|} B_v
$$

(5)

where $M$ is the message length, $\|H\|$ is the distance (in terms of hops made by the message) between the source and the destination nodes, and $B_v$ is the blocking time seen by a message in its $h_v$th hop. The terms $\|H\|$ and $B_v$ are given by

$$
\|H\| = (h_x + h_y)
$$

(6)

$$
B_v = (P_{\text{block}}) V_v
$$

(7)

where $P_{\text{block}}$ is the probability that a message is blocked at its $h_v$th hop channel, and $V_v$ is the average waiting time to acquire a virtual channel in the event of blocking. Let us now calculate the probability $P_{\text{block}}$. To do so, let $\phi$ be the number of dimensions, or output channels, that a message still has to visit when crossing the $h_v$th hop channel. The calculation of $\phi$ has been derived in [25]. We recollect briefly here the main equations for the calculation of $\phi$. The number of channels, and thus the number of virtual channels, that a message can select at a given hop depends on the number of dimensions still to be visited. When a message arrives at the $h_v$th hop channel, it has already made $(h_1 - 1)$ hops and has crossed, say, $t$ dimensions, $(0 \leq t \leq \Delta)$. At its next hop, the message can use $(2 - t)$ channels at the remaining $(2 - t)$ dimensions still to be visited. Averaging over all of the possible cases yields the number of channels, $\phi$, that the message can select when crossing the $h_v$th hop channel, $(1 \leq h \leq \Delta)$, as

$$
\phi = \sum_{v=0}^{t=0} (2 - t) \psi_t
$$

(8)

where $\psi_t$ is the probability that the message has entirely crossed $t$ dimensions along on its $h$-hop path. This probability is a function of the number of dimensions that the message has still to cross. Hence, to calculate $\psi_t$, we need first to find how many dimensions remain for the message to reach its destination. The number of alternative routes that a message can select, at its next hop, to advance towards its destination depends on the number of hops already made in both dimensions. When a message has made $h(1 \leq h \leq \Delta)$ hops, these hops can be a combination of $(h_c, h_y)$ hops, with $h_c$ and $h_y$ being the number of hops achieved in the first and second dimensions respectively, so that $(h_c + h_y = h)$ and $(0 \leq h_c, h_y \leq \Delta)$.

To compute the probability that a message has crossed all the channels of one dimension, two cases need to be considered:

(a) When $(0 \leq h < \bar{\Delta} - 1)$, the number of $(h_c, h_y)$ combinations is $(\bar{\Delta} + 1)$. In this case, the message still has to cross channels in both dimensions and therefore, can choose among adaptive virtual channels of both dimensions.

(b) When $(\bar{\Delta} \leq h < \bar{\Delta} - 1)$, the number of $(h_c, h_y)$ combinations is $(\bar{\Delta} - h + 1)$. In only two cases, $(\bar{\Delta}, h - \bar{\Delta})$ out of these combinations, the message has crossed all channels of one dimension and thus, for the remaining hops, the message only crosses channels of the other dimensions.

The probability that there remains only one dimension to cross a message which is $h$ hops away from its destination, $P_h$, can be expressed as

$$
P_h = \begin{cases} 
\frac{2}{(\bar{\Delta} - h + 1)} & \bar{\Delta} \leq h < \bar{\Delta} - 1 \\
0 & 0 \leq h < \bar{\Delta} 
\end{cases}
$$

(9)

Therefore, the probability that the message has entirely crossed $t$ dimensions along on its $h$-hop path is given by

$$
\psi_t = \begin{cases} 
1 - P_h & t = 0 \\
P_h & t = 1 
\end{cases}
$$

(10)

A message is blocked at a given channel when all the adaptive virtual channels of Class $a$ and also $V_{\bar{\Delta}} - \lfloor \frac{\bar{\Delta}}{2} \rfloor + 1$ virtual channels of Class $b$ (which are used for Nbc algorithm) are busy, where $\Delta$ is the number of remaining hops to reach the destination. When blocking occurs a message has to wait for all $V_1$ fully adaptive virtual channels of Class $a$, and $V_{\bar{\Delta}} - \lfloor \frac{\bar{\Delta}}{2} \rfloor + 1$ virtual channels of Class $b$. In order to calculate $P_{\text{block}}$, we need to categorize messages into three classes based on their previous and next hop.

- **Class 1**: This class contains messages which have used a virtual channel of class $a$ in their previous hop (with probability $P_{\text{block}1}$).

- **Class 2**: This class contains messages which have used a virtual channel of Class $b$ in their previous hop and their next hop is negative (with probability $P_{\text{block}2}$).

- **Class 3**: This class contains messages which have used a virtual channel of Class $b$ in their previous hop and their next hop is positive (with probability $P_{\text{block}3}$).

Since the number of messages in Class 2 is identical to the number of messages in Class 3, we can write the probability of message blocking as
\[ P_{\text{block}_k} = \left( P_{\text{block}_1} + \frac{1}{2} (P_{\text{block}_2} + P_{\text{block}_3}) \right)^{2k} \]  

(11)

In what follows, we compute \( P_{\text{block}_1} \), \( P_{\text{block}_2} \), and \( P_{\text{block}_3} \).

When a message used a virtual channel of Class \( a \) in its previous hop, it can use any of \( V_1 \) virtual channels of Class \( a \), and also \( V_2 - \lfloor \Delta/2 \rfloor + 1 \) virtual channels of Class \( b \). The blocking occurs, when all \( V_1 + V_2 - \lfloor \Delta/2 \rfloor + 1 \) virtual channels at a given physical channel are busy. We can therefore write

\[ P_{\text{block}_k} = \sum_{r,v}^{V} \sum_{v=V_1-[\Delta/2]+1}^{V} P_{v} \left( \begin{array}{c} V \left( V_2 - \lfloor \Delta/2 \rfloor - 1 \right) \\ v \end{array} \right) \\ \sum_{v=V_1-[\Delta/2]+1}^{V} P_{v} \left( \begin{array}{c} V \left( V_2 - \lfloor \Delta/2 \rfloor - 1 \right) \\ v \end{array} \right) \]  

where \( P_{v} \), \( 0 \leq v \leq V \), and \( P_{v} \) denote the probability that \( v \) virtual channels at a physical channel are busy (which is calculated later in Section 6.2.3), and the probability that the message uses a virtual channel of Class \( a \) in its previous hop, respectively. \( P_{v} \) is given by

\[ P_{v} = \frac{V_{v}}{V_{v} + V_{v-\lfloor \Delta/2 \rfloor + 1}} \]  

(13)

Moreover, a message belonging to the Classes 2 and 3 which has already used virtual channel \( l \) at its previous hop, can employ any of \( V_1 \) virtual channels of Class \( a \), and also \( V_2 - \lfloor \Delta/2 \rfloor - l + 1 \) and \( V_2 - \lfloor \Delta/2 \rfloor - l + 2 \) virtual channels of Class \( b \), respectively. Therefore, the \( P_{\text{block}_2} \) and \( P_{\text{block}_3} \) are obtained by

\[ P_{\text{block}_2} = \sum_{r,v}^{V} \sum_{v=V_1-[\Delta/2]+1}^{V} P_{v} \left( \begin{array}{c} V_2 \left( V_2 - \lfloor \Delta/2 \rfloor - 1 \right) \\ v \end{array} \right) \]  

(14)

\[ P_{\text{block}_3} = \sum_{r,v}^{V} \sum_{v=V_1-[\Delta/2]+1}^{V} P_{v} \left( \begin{array}{c} V_2 \left( V_2 - \lfloor \Delta/2 \rfloor - 1 \right) \\ v \end{array} \right) \]  

(15)

where \( P_{v} \) indicates the probability that a message has used virtual channel \( l \) at its previous hop and is given by

\[ P_{v} = \frac{1}{V_{v} + V_{v-\lfloor \Delta/2 \rfloor + 1}} \left( \begin{array}{c} V_2 \left( V_2 - \lfloor \Delta/2 \rfloor - 1 \right) \\ v \end{array} \right) \]  

(16)

The average network latency, \( \bar{S} \), is obtained by averaging \( S_{ij} \), which is the average network latency of \( H \) hops messages, over the \((N-1)\) possible destination nodes in the network. Therefore, \( \bar{S} \) can be determined as

\[ \bar{S} = \frac{1}{N-1} \sum_{j=0}^{N-1} S_{ij} \]  

(17)

To determine the average waiting time to acquire a virtual channel, a physical channel may be treated as an M/G/1 queue [22]. Since the minimum service time at a channel is equal to the message length, \( M \), following a suggestion proposed in [26], the variance of the service time distribution can be approximated by \((\bar{S} - M)^{2} \); where \( \bar{S} \) is the average service time at a given channel and can be calculated as the mean of \( S_{ij} \) of all source and destination nodes that have at least one path between each other that traverse the channel. Hence, the average waiting time becomes

\[ \bar{W}_{v} = \frac{1}{2(1-\lambda/\bar{S})} \left( 1 + \frac{(\bar{S} - M)^{2}}{\bar{S}} \right) \]  

(18)

6.2.2 Calculation of the Average Waiting Time at the Source Node

In this section, we compute the average waiting time at the source node (\( \bar{W}_{v} \)). We assume that, messages have an arbitrary (but known) length or service distribution. However, the arrival process will be taken to be Poisson, a single server is assumed, and the queue buffer size is taken to be infinite. Such a queue is called M/G/1 queue, using Kendal notation [22]. Since a message in the source node can enter the network through any of the \( V \) virtual channels, the average arrival rate to the queue is \( \lambda/\bar{V} \). Applying the Pollaczek-Khinchine (P-K) mean value formula [22] yields the average waiting time experienced by a message at the source node as

\[ \bar{W}_{v} = \frac{\lambda/\bar{V}}{2(1-\lambda/\bar{S})} \left( 1 + \frac{(\bar{S} - M)^{2}}{\bar{S}} \right) \]  

(19)

6.2.3 Calculation of the Average Degree of Virtual Channels Multiplexing

The probability, \( P_{v} \), \( 0 \leq v \leq V \), that \( v \) virtual channels at a given physical channel are busy can be determined using a Markovian model (details of the model can be found in [21, 23, 25]). In the steady state, the model yields the following probabilities [21].

\[ \begin{align*}
Q_{v} &= 1 \\
Q_{v} &= \frac{Q_{v-1}}{1 - \frac{\lambda_{v}}{\bar{S}}}, \quad (0 < v < V) \\
Q_{v} &= \frac{Q_{v-1}}{1 - \frac{\lambda_{v}}{\bar{S}}}, \quad (v = V) \\
Q_{0} &= \left( \sum_{v=0}^{V} Q_{v} \right)^{-1} \\
P_{v} &= \frac{\left( \sum_{v=0}^{V} Q_{v} \right)^{-1}}{1 - \frac{\lambda_{v}}{\bar{S}}}, \quad (0 < v < V) \\
P_{v} &= \frac{\left( \sum_{v=0}^{V} Q_{v} \right)^{-1}}{1 - \frac{\lambda_{v}}{\bar{S}}}, \quad (v = V)
\end{align*} \]  

(20)

When multiple virtual channels are used per physical channel they share the bandwidth in a time multiplexed manner. The average degree of virtual channel multiplexing, that takes place at a given physical channel, can be estimated by [21].
V = \sum_{y=1}^{V} \sum_{x=1}^{V} y^2 P_v

7. Validation of the Model

To further understand and evaluate the performance issues of the Duato-Nbc routing algorithm, we have used the simulator described in Section 5. The simulator uses the same assumptions as the analysis, and these assumptions were detailed in Section 6.1. Extensive validation experiments have been performed for several combinations of network sizes, message lengths, and virtual channels. However, for the sake of specific illustration, we have conducted our simulations for the following cases only:

- Network size \(N=8^2\) and \(16^2\) nodes.
- Number of virtual channels \(V = 10\) per physical channel.
- Message length \(M=32\) and 64 flits.

The average message latencies obtained from the simulation and analytical results are plotted in Figure 9 for different network sizes, and message lengths with 10 virtual channels per physical channel.

The x-axis in this figure represents the traffic rate injected by a given node in a cycle \(\lambda\) while the y-axis shows the average message latency (in terms of flit cycles). Each graph illustrates the simulation results and the analytical model prediction for two message length \(M = 32\) and 64 flits. The figure indicates that the simulation results and the values predicted by the analytical model are in good agreement (lower than 5%) under steady state regions, i.e. under light and moderate traffic and near the saturation point. However, due to the approximations that have been made in the analysis to ease the model development, some discrepancies (of at most 15% error) are apparent around the saturation point. One of the most significant term in the model under heavily loaded network, is the average waiting time in the source queue. The approximation which is made to compute the variance of service time received by a message at a given channel is a factor of the model inaccuracy. Since the independent assumptions are essential in ensuring a tractable model, and given that most evaluation studies concentrate on network performance in the steady state regions, it can be concluded that the present analytical model constitutes a cost-effective evaluation tool for assessing the performance behavior of fully adaptive routing algorithms in torus networks.

8. Conclusions

In this paper, we have investigated the performance of several wormhole-switched adaptive routing algorithms fortified with the fault-tolerant Chalasani-Boppapa’s routing scheme. We have considered nine adaptive algorithms which are divided into two classes, namely basic and modified. PHop, NHop, Minimal routing, Fully-Adaptive routing, and Duato’s routing are five routings as the basic algorithms and Nbc, Pbc, Duato-Pbc and Duto-Nbc are modified algorithms. Minimal and Fully-Adaptive routings use the fewest virtual channels in tori. The basic algorithms PHop and NHop were improved with bonus cards (Pbc and Nbc). Moreover, these four algorithms are designed based on Duato’s routing algorithm. Among these, NHop and Nbc use the lowest number of virtual channels, which is nearly half of the network diameter. PHop and Pbc use the highest number of virtual channels that equals to the diameter of the network. Furthermore, improved algorithms with bonus cards try to balance the traffic load on virtual channels, which is a feature not given much attention previously. For uniform traffic, the improved algorithms with bonus cards have better performance than the other basic algorithms. Accordingly, Duato’s methodologies that utilize the basic algorithms with bonus cards have the best performance. A comparison between the basic algorithms and those obtained from the bonus cards reveals that balancing the traffic load over virtual channels yields higher throughput and lower latency.

More specifically, using Duato’s protocol for routing deadlock-free virtual channels with Nb algorithm gives the best performance. We showed that the Duato-Nbc approach is a good candidate for incorporating into the design of fault-tolerant routing algorithms in parallel computer networks. Thus, we derived a mathematical model to predict the message latency in torus when Duato-Nbc routing algorithm is used. Simulation experiments confirmed that the message latency results captured by the analytical model are in good agreement with those obtained through simulation experiments. We showed that the proposed analytical model manages to achieve a good degree of accuracy while
maintaining simplicity, making it a practical evaluation tool that can be used by the researchers in the field to gain insight into the performance behavior of fully adaptive routings in wormhole-switched tori. Our next objective is to investigate the performance behavior of different proposed routing algorithms for faulty networks through analytical models.
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