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Abstract:    Inpainting is the process of reconstructing damaged regions of images and video frames. This study deals with 
weaknesses of the current video inpainting techniques, when an object is totally damaged, and a framework for video inpainting is 
proposed. Using this framework, the moving object is separated from the background. A large mosaic image is constructed using 
the moving object and then a patch-based method with large patches is used to fill holes. In each frame, the inpainted foreground is 
obtained by placing the object in its location. Missing areas of the stationary background are also filled separately and the final 
video is produced by composing the inpainted background and object frames. Results for three video sequences with an occluded 
object show that this approach represents the object in the missing region better than other approaches. 
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1  Introduction 
 

Image and video inpainting are two interesting 
areas in image processing which have drawn much 
attention in the past few years. There have been a 
large variety of applications such as image retouching, 
image compression, and video editing (Zhang et al., 
2005; Matsushita et al., 2006; Liu et al., 2007). The 
main focus of image and video inpainting is to fill in 
the missing parts of a frame, caused by image 
scratches, hand manipulations, or block loss in data 
transmission, using information from the target frame 
or its adjacent frames (in case of a video sequence), 
such that the inpainting is undetectable.  

Several works have been performed on digital 
image inpainting (Bertalmio et al., 2000; 2003; 
Oliveira et al., 2001; Sun et al., 2005; Ho and Goecke, 
2007), most of which are based on extending sur-
rounding pixels of the missing part until that part 
fades away. Criminisi et al. (2004) proposed a priority 
criterion for selecting the surrounding pixels to fill 
large holes. 

Temporal continuity of an object’s motion 
should be preserved in video sequences; however, 
none of these algorithms can be applied directly to 
video inpainting. The work of Bertalmio et al. (2001) 
might be the first attempt to address this problem, in 
which the partial difference equation method was 
applied to all frames of a video sequence to maintain 
continuity. Wexler et al. (2004; 2007) framed the 
space time video completion task as a global optimi-
zation problem with well-defined local and global 
constraints. Zhang et al. (2005) proposed a video 
completion scheme based on motion layer estimation 
and segmentation where motion compensation was 
used to complete the moving object. To complete 
video for a perspective camera, Shen et al. (2006) 
separated the foreground from the background, con-
structed manifolds of space-time volume, and then 
rectified the object volume to repair perspective dis-
tortion; the output of this approach is acceptable, but 
it has artifacts and does not work well for large 
missing regions. Patwardhan et al. (2007) separated 
the moving foreground from the background in a 
pre-processing step, filled the missing data as much as 
possible by information from the moving foreground 
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of other frames, and inpainted the remaining from the 
local background. Although the overall performance 
of this approach is good, it does not work well when 
the moving object is near or enters a large missing 
region. To inpaint moving objects, Cheung et al. 
(2006) extracted a set of object templates and utilized 
a dynamic programming technique for optimal object 
manipulation. The drawback of this approach is that a 
jump is incurred when entering and leaving the hole. 
Wang et al. (2007) proposed a feature-based video 
inpainting technique for largely occluded moving 
human subjects which models human behavior with 
predefined features. 

This paper deals with a framework for filling 
missing parts in video frames in the presence of an 
occluding object. The background is assumed to be 
stationary and motion of the moving foreground is 
considered to be periodic without scale changing in 
the object.  

 
 

2  The proposed method 
 

We have developed a novel video inpainting 
approach for filling in the missing data using a 
patch-based inpainting approach proposed by 
Criminisi et al. (2004). In the current research, some 
weaknesses of the current video inpainting techniques, 
when an object is totally damaged, are mentioned and 
a framework for video inpainting is proposed. Fig. 1 
shows a schematic overview of the algorithm. First, 
the moving foreground is separated from the station-
ary background using a simple thresholding mecha-
nism; then each segment is inpainted separately; and 
finally the video is reconstructed by composing the 
inpainted background and foreground frames. 

 
 
 
 
 
 
 
 
 
 
 
 

2.1  Separating the moving foreground from the 
background 

In order to discriminate the moving object from 
the background in each frame, we used a threshold 
value on the absolute difference between the frame 
and the modeled background (Eq. (1)). 
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where It is the input frame at time t, BGt−1 is the 
background model, and FGt is the result of foreground 
at frame t. For background modeling, the Gaussian 
mixture model (GMM), originally introduced in 
(Wren et al., 1997; Stauffer and Grimson, 1999) and 
improved in Zivkovic (2004), is used. It models each 
pixel as a mixture of k Gaussian distributions and 
constantly updates the parameters of the model. The 
number of components of GMM is automatically 
selected for each pixel. Given the observation of a 
pixel at previous time, the probability of observing 
the pixel at time t is 
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where k is the number of components, and wi,t, μi,t, and 
Σi,t are the estimation of weight, mean value, and 
covariance matrix of the ith Gaussian in the mixture at 
time t, respectively. After modeling each pixel, the 
background can be approximated by the B largest 
components of the mixture model where B is defined 
as 
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where T is the minimum portion of data that can be 
considered as background. As explained above, the 
moving foreground is recognized by the difference 
of each frame from the modeled background. Since 
the background subtraction is done at the pixel-level, 
a median filter is applied to each detected foreground 
frame in order to remove the outlier pixels.  

Background subtraction is still a challenging 
task in computer vision. Since the focus of our work 
is to develop a better inpainting algorithm and a sta-
tionary background is used in our video sequences, 

Input video

Static background

Background completion

Moving foreground 

Objects alignment

Output video

Foreground inpainting

Fig. 1  Schematic overview of the proposed algorithm 
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the above-mentioned foreground/back-ground seg-
mentation method is suitable for this work. More 
advanced foreground/background segmentation meth-
ods can be used if required. For dynamic back-
grounds, there are other background subtraction 
methods such as presented in Sheikh and Shah (2005). 

2.2  Alignment of the moving objects 

After segmenting the moving objects and the 
background, the boundary of each object is specified 
by a rectangular window around it. Since deformable 
moving objects are in different states of motion, the 
maximum width and height of windows are selected 
to define a reference window. The reference window 
encloses the object as the object settles in the center of 
window. Afterwards, a large mosaic image is obtained 
by the alignment of windows which contain the 
moving objects. To remove any possible overlap 
between objects, the center of each object is defined 
as follows: 

 

1 1cm cm , ,i i i i i iw c c c c− −= + + Δ Δ = −          (4) 
 
where cmi is the center of the object at frame i in the 
mosaic image, w is the width of the reference window, 
and ∆ci is the distance between object centers at two 
consecutive frames (i.e., velocity of the object at 
frame i). 

Before mosaic construction, the first and the 
last damaged frames are manually determined. Since, 
in the damaged frames, the object center is cor-
rupted, it is estimated using the velocity of the ob-
ject. Also, all damaged regions of the manually-
determined frames are copied onto the mosaic image. 
Fig. 2 shows the mosaic image of correct frames. 
Since the mosaic image is large, only a section of it 
has been shown. 

2.3  Background and foreground inpainting 

Background and foreground inpainting are done 
using exemplar-based inpainting (Criminisi et al., 
2004), which has been shown to work well in images 
with both texture and structure. For background  
 
 

 
 
 

inpainting we have directly used the exemplar-based 
method on the background image, while for the 
foreground inpainting we iteratively apply exemplar- 
based inpainting to the mosaic image.  

2.3.1  Exemplar-based method 

The target region (the missing data region) is 
filled by selecting patches from the source region. 
The priority of the first area to be filled and patch 
selection order are determined with respect to the 
structure of the entire image. The target region, source 
region, and entire image are denoted as Ω, Φ, and I, 
respectively. In order to fill a selected region, the 
priority of each pixel on the boundary of the target 
region, δΩ, is computed. The priority of a pixel p is 
calculated as follows: 

 
P(p)=C(p)D(p),                        (5) 

 
where C(p) and D(p) are confidence and data terms 
respectively, which are calculated as follows:  
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where Ψp is a patch centered in location p, |Ψp| is the 
area of the patch, α is the normalization factor (e.g., 
α=255 for grayscale images), np is normal to the 
boundary of the target region, and pI ⊥∇  is an iso-

phote in location p (Fig. 3). 
The patch p̂Ψ  with the maximum priority is 

found in the target region (i.e., ˆ ˆ|p pΨ =  

arg max ( )),p P pΩ∈∂  and the best matching patch q̂Ψ  

in the source region that minimizes the sum square 
error (SSE) is selected and copied into ˆ .pΨ  At the 

end, confidence terms for all pixels of the selected 
patch intersecting with the target region are updated. 
This algorithm is run iteratively until the target re-
gion is filled. 

 
 
 
 
 

Fig. 2  Mosaic image of the correct frames obtained by objects alignment 
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2.3.2  Background inpainting 

Since the missing region in the static back-
ground is the same for all frames, it must be in-
painted using the information of the current frame. 
The exemplar-based approach, which maintains tex-
ture and structure information, is the best candidate 
to fill this region, although there are difficulties in 
some complex curved structures. In the case of mov-
ing backgrounds, a frame history can be used to fill 
the missing part of the current frame. This is, how-
ever, more challenging compared to a stationary 
background since the temporal discontinuation is 
more visible in moving backgrounds than in static 
backgrounds. 

2.3.3  Foreground inpainting 

The main step in this approach is the comple-
tion of missing data in a mosaic image. An exemplar-
based image inpainting with large patches is used for 
the completion of a mosaic image. This step is itera-
tively run and in each iteration one or two objects are 
inpainted until the missing region is filled. To sim-
plify the explanation, one moving object has been 
considered. The patch should be sufficiently large to 
enclose an object entirely. Selection of a large patch 
size preserves temporal continuity and structure of 
the moving object. Also, object motion should be 
periodic without scale changes for this purpose.  

In the proposed approach, the height of the 
patch is considered equal to the height of the refer-
ence window while its width is considered three fold 
of the width of the reference window. The reason for 
this assumption is to maintain continuity of the cur-
rent object with the left and the right objects. Al-
though the selected patch might contain only one of 
the right or left objects, it preserves periodicity of the 
sequentially filled moving objects. The missing re-

gion can be filled from left or right side of the mo-
saic image based on priority of patches. When a 
large patch with the maximum priority is selected to 
inpaint the mosaic image, it may include an object 
and a section of another object. Since usually one or 
two objects should be inpainted entirely in each it-
eration, a projection is applied to the selected patch 
to distinguish the boundaries of two neighboring 
objects. This approach insures that one or two ob-
jects are inpainted entirely in each iteration and un-
completed objects are not included in the patch.  

If the object sequence is denoted by o1o2... 
ococ+1…oc+noc+n+1…oN, and T is period of the ob-
jects’ movement, we have oi≅oi+T (i is the frame 
number, and oc to oc+n are objects in the corrupted 
region). When a patch is selected, it contains two or 
three complete objects. The algorithm minimizes the 
sum square error between the selected patch and the 
selected target region, d(otot+1ot+2, oc−1ococ+1). Peri-
odic motion of the object is preserved in this process 
since the algorithm tries to find maximum correla-
tion between visible parts of the partially occluded 
object in the hole and corresponding parts in the se-
lected patch. The algorithm repeatedly selects all 
possible patches from the source region and matches 
them with the selected target region to find the final 
location of the best matching patch. For non-periodic 
object motions, a smooth transition between objects 
connecting left and right sections of the missing re-
gion is not guaranteed. 

To improve the speed of the proposed algo-
rithm, the priorities of the top and the bottom bound-
ary points of the hole are not calculated. Fig. 4 shows 
the steps of foreground inpainting. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4  Steps of foreground inpainting 
The first row is the original mosaic image, the second row 
shows the primary selected patch, which is indicated by the 
rectangle, containing two complete objects and a section of 
another object, and the third row is the modified result after 
projection of the selected patch 

Fig. 3  Notation used in exemplar-based inpainting
(Criminisi et al., 2004) 
Given the block Ψp, np is the normal to the contour ∂Ω of the 
hole region Ω. Φ is the non-hole region. ∇Ip

⊥ is the isophote 
at point p  
 

Φ

Ψ

Ω∂

I ⊥
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Finally, the objects of each frame are isolated for 
constructing the video output. The frames of the vi-
deo sequence containing the inpainted objects are 
obtained by placement of the objects in their loca-
tions. To improve the output, alpha matting can be 
applied. 
 
 
3  Experiments and results 
 

To compare our algorithm with other methods, 
three video sequences were used. Two of them had 
stationary backgrounds and the other had a 
non-stationary background. In the first video, the 
‘jumping girl’, which was captured and used by 
Wexler et al. (2004), a girl moves from left to right 
and passes behind an occluding object (a person). 
Fig. 5 shows the results of the proposed algorithm on 
the first video. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 6 shows the comparison of the results of our 
algorithm with those of the space-time video com-
pletion (Wexler et al., 2004). The corresponding re-
sults show that our algorithm represents the moving 
object better than Wexler et al. (2004)’s algorithm. 
Also, since our algorithm separates the moving fore-
ground from the background, there is no 
over-smoothing in the background. Note that the 
motion of the object is periodic here, which helps to 
fill the large holes using other frames; otherwise the 
proposed algorithm might not perform well. 

The second video was captured by a hand-held 
camera with a resolution of 540×432 pixels per frame. 
A mask for this video was created manually. Fig. 7 
shows steps of the proposed algorithm for this video. 

In the third video, which was used by Cheung et 
al. (2006) and Venkatesh et al. (2009), a man moves 
from right to left and crosses behind an occluding 
object (a board). In this video, the moving person 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 

(b) 

(c) 

Fig. 5  Results of the proposed algorithm on the first video 
(a) Original mosaic image with an occluded object; (b) Mosaic image after running several iterations of the algorithm; 
(c) Final result that has preserved continuity 

Fig. 6  Comparison of the results of our algorithm with those of Wexler et al. (2004)’s algorithm on inpainting the 
jumping girl sequence 
The first row shows the girl passing behind the occluding mask, the second row shows the inpainted sequence using our
algorithm, and the third row shows the inpainted sequence using Wexler et al. (2004)’s algorithm 
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was completely occluded. Fig. 8 shows some frames 
of the original and the inpainted sequences using the 
proposed algorithm. 

Fig. 9 shows results of our algorithm compared 
to results of an inpainting algorithm proposed by 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Cheung et al. (2006). As shown in the results of al-
gorithm by Cheung et al. (2006), the direction of the 
object’s movement changes in two consecutive 
frames when the object enters and exits from the 
occluding area. Results of our algorithm have smooth  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

(a)

Fig. 7  Steps of the proposed algorithm for the second video 
(a) Mosaic image with the occluded region; (b) Final result after applying our algorithm 

(b)

Fig. 8  Some frames of the original and the inpainted sequences using the proposed algorithm in inpainting an 
occluded object 
The first row shows the input sequence with a board that occludes the object, and the second row shows the inpainted 
sequence using our algorithm 

Fig. 9  Comparison of the results of our algorithm with those of an inpainting algorithm proposed by Cheung et al.
(2006) in inpainting an occluded object 
(a) and (b) show results of our algorithm when the object enters and exits from the occluding area, respectively; (c) and (d) show 
results of algorithm by Cheung et al. (2006) when the object enters and exits from the occluding area, respectively; (a) and (c) 
show two consecutive frames when the object enters the occluding area; (b) and (d) show two consecutive frames when the 
object exits from the occluding area. Note that the output of our algorithm has smooth transitions when the object enters and 
exits from the occluding area 
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transitions in the corresponding frames. Since the ob-
ject’s motion is non-periodic, there is one direction 
change in the final inpainted sequence using our pro-
posed algorithm. 

As mentioned above, background inpainting is 
done separately. Fig. 10 shows the results of the 
background inpainting for the first video sequence. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Results of background inpainting for the second 

and the third videos are shown in Figs. 11 and 12, 
respectively. Since the second video has a complex 
background, the inpainted background does not show 
an appropriate result. 

After background completion, the final video is 
obtained by composing the inpainted foreground and 
background frames (the resulting video can be ac-
cessed at http://webpages.iust.ac.ir/koochari/proj/ 
videoInpainting.html). To increase the speed of the 
proposed algorithm, priorities of the points on the top 
and the bottom boundaries of the target region have 
not been calculated. 
 
 
4  Conclusion and future work 
 

In this paper, we have implemented and tested a 
new method for video inpainting. It first separates the 
moving object from the background and then fills the 
missing data using a mosaic image and a patch-based 
image inpainting approach. The patches should be 
sufficiently large to cover the whole object. Finally, it 
places the objects in their foreground locations and 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11  Background inpainting of the second video 
(a) Original frame; (b) Artificially created mask; (c) In-
painted background 

(a) 

 (b) 

 (c) 

Fig. 10  Background inpainting of the first video 
(a) Original frame with the occluding object; (b) Mask of 
frames; (c) Inpainted background 

Fig. 12  Background inpainting of the third video 
(a) Original frame with the occluding object; (b) Mask of 
frames; (c) Inpainted background 

 (a) 

 (c) 

 (b) 
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superimposes them with the inpainted background. 
The results of the algorithm are acceptable except for 
video sequences with non-stationary backgrounds. 
The main challenge in the proposed algorithm is to 
have smooth transitions between objects at connect-
ing left and right sections of the mosaic image.  

Future studies can be conducted in four areas: 
(1) representing objects in other domains such as a 
feature domain that can increase both quality and 
speed of the algorithm, (2) exploring other segmenta-
tion techniques for foreground/background separa-
tion, (3) developing algorithms that can maintain 
smooth transitions in damaged frames, and (4) con-
sidering more challenging situations such as moving 
camera and scale changes of the foreground object.  
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