1. 5503 +2

Let
I B
A= [ ot }
with | Bl|a < 1. Show that
- 1+[Bll2
I1Allg |[A™ [ = ===
1—|[Bll2
2. 5504 +2
Let
[ 5] [11 0 1
[ ] bz
A=
bn—l
i 0 Cp—1 fGp

where bic; > 0. Then there exists a diagonal D such that D™'AD is a symmetric
tridiagonal matrix.

3. 5012 +2

Let
By =By +By_1(I —ABix_3), k=1,2,.--
Show that if || — ABg|| = ¢ < 1. then

Jim B =A7"

and
2’6‘
a-1 . C
1A~ — By]) < s~ Bol.
4. 5001
Let Ac C"", € C" and X = [z, Az, ---, A" 'z]. Show that if X is nonsingular, then

X~YAX is an upper Hessenherg matrix.



5. 5508 +2

Consider the polynomial recurrence

pr+1(x) = (z = akr1)pk(z) = BipPeafz), k=0,1,2,...
where pg = 1, p_1 =0, and a4 and 3, are scalars.

Show that the roots of pi(z) are the eigenvalues of the tridiagonal matrix

ay fa
B az [
Jr = )

Bk -1 Q1 B
B o

6. 5009

Let A be a given, n = 1, real, positive definite matrix partiticned as

followrs: B
. 1A
v=[2 7).

where A 15 an m = e matrix. First, show:

(a) €' — BTATLE is positive definite.

7. 5502

Let A, B be Hermitian square matrices and

e A '
ClaeE B

Show: For every elgenvalue A(B) of B there is an eigenvalue A(H ) of H

such that
MH)— MB)| € y/lub2(CHC).

T _ 71 4T
I 0 H A I —-H+A H 0 ’ (2.4.3)
—AH™ I A -C 0 I 0 S

where S = —(C + AH ' A7) is symmetric negative semidefinite. It therefore




Numerical Linear Algebra Exam (Final)
Department of Mathematics, Iran University of Science and Technology
19-June-2010 (1389/3/29)
Time: 180 minutes

1. Prove the following:

a) ||zllq < [|lflp for p < q
b) [|All, = ||AT||, where i + é = 1 (Hint: Use Holder inequality).

2. Given the matrix A € R™*"™ and a vector b € R™. Prove

a) The normal equations AT Ax = ATb are consistent.
b) The vector x minimizes ||b— Az||; if and only if the residual vector
r = b — Az is orthogonal to the range of A, i.e., AT(b— Az) = 0.
3. Consider the real system of linear equations
Az =0 (1)

where A is a nonsingular matrix and satisfies (v, Av) > 0 for all real
vector v.

a) Show that (v, Av) = (v, Mv) for all real vector v where M =
$(A + AT) which is the symmetric part of A.
b) Prove that
(v, Av)
(v,0)
where A, (M) is the smallest eigenvalue of M (Hint: Use Prin-
cipal Axes Theorem).

c) Now consider the following iteration for computing an approxima-
tion solution to (1)
Tkt1 = Tk + QT
where 1, = b — Az, and « is chosen to minimize ||7g11]|2 as a
function of a.
Prove

Iresallz (1 3 (Amm(M))2>2.
Irella — Amaz (AT A)



4. Prove that the infinite series
AZ A3 A"
[%—A:+-§T-+-gT-+"-+-7ﬁ-+-“~

converges for any square matrix A.

Denote the sum of the series by e?.

a) If A= P~'BP, show that e# = P71efP.

b) LetAi, Ao, -+, A\, denote the eigenvalues of A, repeated accord-
ing to their multiplicity, and show that the eigenvalues of e” are
eM et e et

5. A symmetric matrix A has dominant eigenvalue A\; and corresponding
eigenvector x;. Show that the matrix B = A — A\jx1z] has the same
eigenvalues as A except that \; is replaced by zero.

6. Assume A is real, symmetric, positive definite, and of order n. Define

1
flx) = §xTAx —bv'r =z, beR™
a) Show that the unique minimum of f(x) is given by solving Ax = b.

b) Consider the general iterative method
Tp1 = Tk + apdy

where xp,d, € R™ and a5 € R. For given x; and d, show that
the value of ay which minimizes f(x; + ady)(as a function of «)
is given by
o <Tk, dk>
ap = —————
(d, Ady,)

where r, = b — Axy,.

Hope the best
Nikazad
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Numerical Linear Algebra (final exam)
Iran University of Science and Technology,
School of Mathematics, Applied Mathematics Department

Show that if X € R**" with » < n, and || XTX —I|s =7 < 1, then

gmin[:X) =1 —,

where o, denotes the smallest singular value.

2.

Given an m x n matrix A with m > n and a positive number A, a
reqularized least squares solution x, may be computed by solving

. A b
1min || ( v )x— ( 0 ) 2,

where p = VA

d.

. Derive the normal equations for the regularized least squares problem

piverl above,

Show ATA + M is symmetric and positive definite for every positive
valne of A. Prove that the regularized least squares solution xy is
unique for every postive value of A,

Use the Singular Value Decomposition of 4 to express the solution xy

fo the problem
min| A X — b IB
| 0

where b € R and ;1.2 = A

Prove that lim,_ 5+ x) — x;,¢ the minimum norm least squares solu-
tion (Regardless of the rank of A).



Use the singular value decomposition to show that if A € R™*" with m > n, then there
exist a matrix () € R™" with QT() = T and a positive semi-definite matrix P & R

such that A=0QF.

Let
I B
=l 7
with || B||z < 1. Show that
- L+|Bl2
4] 3l = 1012
L—|Bll2
5.
Let
[ a1 51 0 ’
1 a3 bg
A=
bn—l
| 0 Cp—1  Qp |

where bic; > 0. Then there exists a diagonal D such that D7'AD is a symmetric
tridiagonal matrix,



Let A = [a;;] = R™™™ be symmetric and satisfy

(1) agp; =0, i=1,2,---,n,
e 7 1,

e’
(9) 2 an =0,
i—=1
Al
4) > ai; =0, =23 ---,n.
i=1

Prove that the eigenvalues of A are ncnnegative.

Consider Ar = b where

A =

[ I e
o= o
=N

(1) For which v, is A posilive definite?
(2) For which «, does the Jacobi method converge?

(3) For which o, does the Gauss-Seidel method converge?

8.

Let
By — By_1+By_1(I —ABg_1), k—1,2,-..

Show that it ||/ — AlkQ|| — c <21, then

lim By =A 1

E— 0o

and
[

1 —

|4 — Byll < 17— Boll.

9.

Let A e C**®, £ € C" and X = [z, Az, -, A”_l;r]. Show that it X is nonsingular, then
XYAX is an upper Hessenberg matrix.



10.

Let H = {x € R" | < a,x >= b} (hyperplane). Compute orthogonal projection of z € R"
onto H.

11.

Consider the polynomial recurrence

" — - . 2 .
pre1(x) = (2 = agpr)pelz) = Bepipr—1{z), k=0,1,2,...
where pg = 1, p_1 =0, and a4 and 3, are scalars.
Show that the roots of p(z) are the eigenvalues of the tridiagonal matrix

ay B
B az B3
Jp = '

Br-1 1 B
Br a

12.

A symmetric matrix A has dominant eigenvalue Ay and corresponding
eigenvector x;. Show that the matrix B = A — )q:rl:zrjf has the same
cigenvalues as A except that A; is replaced by zero.

e Please send your answers to tnikazad@iust.ac.ir
e The deadline is 1/12/91
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Numerical Linear Algebra (final exam)
Iran University of Science and Technology,
School of Mathematics, Applied Mathematics Department

1.
Show that if X € R"*" with r < n, and || XTX — [|]2 =7 < 1, then
Gnlinl:X:' =1—7,

where o, denotes the smallest sinpgular value.

2.

Given an m x = matrix A with m = n and a positive number A, a
reqularized least squares soluticn = mav be computed by solving

min | A w — b 2.
pl 0]

where g = VA,

a. Derive the normal equations for the reqularized least squares problem
given above.

b. Show AT A 4+ AT is svmmetric and positive definite for every positive
value of A. DI'rove that the regularized least squares scolution x, is
unigue for every postive value of A.

c. Use the Singular Value Decomposition of 4 to express the salntion oy

rrvire|| ( :'kl )x— ( E ) |2

where b € IV and p? — A.

to the problem

d. Prove that lim,_ .54+ Xy = Xpg the minimum norm least squares solu-
tion (Regardless of the rank of A).

3.

Use the singular value decomposition to show that if A € R™™" with m > n, then there
exist a matrix () € R™*" with )T(¢) = | and a positive semi-definite matrix # £ [R**"

guch that 4 = QP.

4,



Let

I B
sl £ 7]
with ||B||z < 1. Show that
= 1+ | Bll2
lAls A=, = = H 122
L—[Bll2
5.
Let
[ ] bl 0 1
(5] (5 bz
A=
bﬂ—l
L 0 Cn—1 Qn

where bie; > 0. Then there exists a diagonal D such that D™'AD is a symmetric
tridiagonal matrix.

6.

Let A = [a,;;] = IR" ™™ be symmetric and satisfy
(1) ag: = 0, 2=1,2,---, 712,
(2) Qi g = 0, 2= 7,

(3) 3 an > 0,

i—1

mn
(4) > a;y = 0, 7 =2,3,---,7.

+=1

Prove that the eigenvalues of 4 are nonnegative.

7.

Let A e C"" 2 e C" and X = [z, Az,---, A"~ 1z]. Show that if X is nonsingular, then
X'AX is an upper Hessenberg matrix.

8.

Let H = {x € R" | < a,x >= b} (hyperplane). Compute orthogonal projection of z € R"
onto H.



Numerical Linear Algebra (1/15/2013)
Iran University of Science and Technology
School of Mathematics, Applied Mathematics Department

. Show that if X € R™" with r < n, and || X7X — |y = 7 < 1, then
Omin(X) > 1 — 7, where 0,,;,(X) denotes the smallest singular value of
X.

. Given an m x n matrix A with m > n and a positive number A, a
reqularized least squares solution x), may be computed by solving

mm||(£)x—(8)||2, (1)

where i =v/A and b € R™.
a. Derive the normal equations for the reqularized least squares prob-
lem given above.

b. Prove that the regularized least squares solution z is unique for
every positive value of \.

c. Use the Singular value Decomposition of A to express the solution
z to the problem (1).

d. Prove that lim,_,o+ xx = ¢ the minimum norm least squares so-

lution (regardless of the rank of A).

. Use the singular value decomposition to show that if A € R"™*" with
m > n, then there exists a matrix Q € R™" with QTQ = I and a
positive semi-definite matrix P € R™*" such that A = QP.

I B

. - 14||B
. Let A = ( B 7 ) with [|B]ly < 1. Show that [|Al|2| A7 ]ls = tHF
(where "*" shows conjugate transpose operation).

. Let

aq b1 0

C1 Q9 b2

A=
bn—l
0 Cn—1 Qp

where b;c; > 0. Then there exists a diagonal D such that D7'AD is a
symmetric tridiagonal matrix.

. Let Ae C™" g € C" and X = [, Az, A%x,..., A" 'z]. Show that if X

is nonsingular, then X 1'AX is an upper Hessenberg matrix.



Numerical Linear Algebra (04/01/2014)
Iran University of Science and Technology
School of Mathematics
11 am—-13:30 pm

1. Given an m x n matrix A with m > n and a positive number A, a
reqularized least squares solution x), may be computed by solving

minﬂ(jj)x—(g)ﬂg, (1)

where 1 =v/\ and b € R™.

a. Derive the normal equations for the reqularized least squares prob-
lem given above.

b. Prove that the regularized least squares solution x, is unique for
every positive value of \.

c. Use the Singular value Decomposition of A to express the solution
x to the problem (1).

d. Prove that lim,_,o+ 5 = g the minimum norm least squares so-
lution (regardless of the rank of A).

2. A symmetric matrix A has dominant eigenvalue A\; and corresponding
eigenvector x1. Show that the matrix

B=A-— )\11‘11’{
has the same eigenvalues as A except that \; is replaced by zero.
3. Let v=ATM(b— Az) where z € R"; A € R™" b € R™ and M € R™™

is a symmetric positive definite matrix. Prove that: if (v, B*v) = 0 then
v=0. Here B= ATMA and s € N (any arbitrary natural number).

4. Use the singular value decomposition to show that if A € R"™*" with
m > n, then there exists a matrix Q € R™" with QTQ = I and a
positive semi-definite matrix P € R™*" such that A = QP.

5. A matrix of the form I — azy” (o € Rand z,y € R") is called an
elementary matrix.

a. Compute all eigenvalues of such matrix.

b. Under which condition(s) this kind of matrix is invertible and com-
pute its inverse.

c. Show that any lower triangular matrix of size n, with “1” on its
diagonal, can be written as the product of n—1 elementary matrices.
6. Let T € C™*™ such that

Ty T
T = :
( Ty Tao )
Define @ : CP*9 — CP*? &(X) = T1; X — XTy. Show that ® is nonsin-
gular if and only if A\(7h1) N A(Tx2) = 0.



Shahid Rajaee Teacher Training University
Numerical Linear Algebra
Final Exam

1. Let W be a subspace of R". For z € R"”, define

— inf ||z —yls.
p(z) ylgWHx yll2

Let {ul,--~ ,um} be an orthogonal basis of W, where m is the dimension
of W. Extend this to an orthogonal basis {ui, - ,Um, " ,u,} of
all of R™.
(a) Show that
1/2
n
2
p@)=| Y lz,uy)|
j=m+1

and that it is uniquely attained at
m

y = Px where P = Zuju]T
J=1

(b) Show P? =P and PT = P.
(c) Show (Px,z— Pz) =0 for all z,z € R™
(d) Show ||z|% = ||Pz|% + ||x — Px|]3, for all z € R"

2. Show that the infinite series

Az A3 A"
converges for any square matrix A, and denote the sum of the series
by el
(a) If A= P 'BP,show thate? = P~ 18P,
(b) Let Aq,---,\, denote the eigenvalues of A, repeated according
to their multiplicity, and show that the eigenvales of ed
are eM, ... et
Y i *

3. Suppose that r(p is an approximation to the solution of non-singular
equations Az =b. Show that

[|o]| ol
< K(A) T
(Bl [[0]]

where 0x = x — xg and rg = Axg — b.

4. A symmetric matrix A has dominant eigenvalue \; and corresponding
eigenvector r;. Show that the matrix

B=A- Alxlle

has the same eigenvalues as A except that A\, is replaced by zero.

Hope the best

Touraj Nikazad





