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Abstract: Mobile object tracking in Wireless Sensor Networks (WSNs) has gained much 
attention during recent years owing to its growing application potential for the ubiquitous society. 
In this paper, we present an investigation and taxonomy of the state-of-the-art in tracking moving 
objects in WSNs. To this end, we define the target tracking problem in general and introduce the 
major design considerations for an efficient Object Tracking Sensor Network (OTSN) in 
particular. We typify a complete object tracking solution as a system of signal processing-based 
algorithms in charge of target identification/classification and network-centric protocols as the 
communication substrate. Our special highlight would be on the discussion of the network-
centric protocols built around the notion of OTSN. We outline the advantages as well as the 
performance issues in relevant schemes and conduct a brief comparative study. The survey 
concludes with several key open problems together with a summary of directions for future 
works. 
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1 Introduction 

Wireless Sensor Networks (WSNs) are typically comprised 
of a large number of battery-powered wirelessly connected 
sensor nodes with limited computational resources and 
capable of sensing one (or more) physical phenomena.  
A regular sensor node can be deemed as being made up of 
five basic units: a processor, a memory, a power supply,  
a radio transceiver, and one or more sensing components. 
Some WSNs may additionally rely on the functionality of 
being able to dynamically modify or control different 
components of a sensor subsystem. Nodes in these  
networks might feature an additional actuator part which is 
an electro-mechanical device used to actuate different 
sensing devices, adjust sensor parameters, move the sensor, 
or monitor power in the sensor node (Yick et al., 2008; 
Akyildiz et al., 2002).  

Environmental monitoring and tracking of mobile 
objects have been marked as the two major categories  
of application areas for WSNs (Yick et al., 2008). In 
monitoring applications, usually a designated environment 
(indoor or outdoor) is supposed to be observed for a long 
duration, and upon detecting an event, the network needs to 
react by either sending an alarm to the user/application  
or performing an automatic operation via its actuators. 
Tracking mobile object(s), on the other hand, requires that 
the network chase the movement trajectories of the object(s) 
via activating nearby nodes and deactivating those far away 
from the target. The duration of a tracking mission is 
typically smaller than that of a monitoring application and 
the network may have to meet hard or real-time constraints 
as stipulated by the higher level entity (Yick et al., 2008). 
An indispensible subtask in a tracking system is the 
generation of periodic reports on the location of the target(s) 
over time and sending these reports towards the interested 
application/user. In both of the monitoring and tracking 
systems, it is deemed as a common practice to put the nodes 
not engaged in a mission into the sleep mode in order to 
reduce the energy overhead. Power conservation, in WSNs, 
typically leverages on scheduling mechanisms, prediction 
strategies, and/or signal processing-based algorithms. 

Popular operating scenarios for monitoring and tracking 
applications in WSNs include: military target tracking  
and surveillance, natural disaster relief, tracking and 
surveillance of animals in wildlife preserves, biomedical 
health monitoring, tracking of humans in crowded and 
restricted areas, tracking of vehicles such as cars in 
highways, hazardous environment exploration and seismic 
sensing. In military target tracking and surveillance, a WSN 
can assist in intrusion detection and identification; among 

the specific example scenarios might be the spatially-
correlated and coordinated troops and tank movements.  
In case of natural disasters, sensor nodes can sense and 
capture the environmental factors to provision for necessary 
data in order to forecast catastrophic phenomena before 
occurrence. In biomedical applications, surgical implants of 
sensors can help remotely monitor a patient’s health.  
In seismic sensing scenarios, an ad hoc deployment of 
sensors across the volcanic area is leveraged to detect the 
development of earthquakes and eruptions.  

Prior to the operational debut of the new generations  
of wireless distributed micro-sensor systems, the object 
tracking problem had been primarily investigated for robots 
and Personal Communication Services (PCS) networks 
(Bruce et al., 1997; Nebot et al., 2002; Parker, 1997;  
Lin and Hwang, 1996). Of pioneer studies in this area is the 
DARPA Distributed Sensor Network (DSN) program in  
the early 1980s (Chong et al., 2003) which, despite the 
original plans for the deployment of the project using a large 
number of tiny sensor nodes, was inevitably built over the 
traditional types of sensors (e.g., airborne radars) consistent 
with the technological limitations of the time. 

During the last decade, object tracking in WSNs has 
been demonstrated to have promising application potential 
for the ubiquitous society, especially in Ubiquitous Sensor 
Networks (USNs) (Jin et al., 2006; Skibniewski and Jang, 
2006; Kim et al., 2007). Efforts to implement real-life WSN 
surveillance and tracking systems have also been conducted 
by the research community, some of which are stated  
in Yick et al. (2008). The following projects are among  
the best-known demo deployments in the relevant  
literature:  

• The Line-In-The-Sand project (Arora et al., 2004) 
features a sensor network of more than 90 nodes 
deployed to form a cooperative intrusion detection 
system with target classification and tracking 
capabilities. The project is, in essence, a technological 
synergy of signal processing-based algorithms, 
communications, networking and middleware services. 

• The ExScal project (Arora et al., 2005) envisions a 
sensor network with more than 1000 sensor nodes 
along with 200 peer nodes wirelessly connected in an 
ad hoc fashion. The key Issues underlying this project 
include topology control, coverage, deployment and 
localisation. 

• The ZebraNet project (Juang et al., 2002) deploys a 
mobile sensor network to track animal movements, 
especially a group of zebras. The number of zebras 
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under surveillance in this project was less than 20,  
and positional readings obtained from GPS are sent  
hop by hop across instrumented zebras to the base 
station. 

• The VigilNet Project (He et al., 2006) characterises a 
sensor network of 40,000 nodes for surveillance 
missions to acquire and verify information about enemy 
capabilities and position of hostile targets. Several 
issues including localisation, time synchronisation,  
data aggregation, leader election and neighbour 
discovery have been investigated in this project. 

Despite the fact that the emerging hardware technologies 
have facilitated the provisioning of many sensor-driven 
applications, when it comes to the design of an efficient 
object tracking solution, various special properties of a 
WSN still need to be taken into account. Some salient 
features of WSNs, which have both attracted and challenged 
the research community, include:  

• providing a distributed milieu for computation 

• automatic configuration of a large number of tiny 
sensor nodes 

• limitation of resources, e.g., battery, memory and 
bandwidth 

• error-prone communications, inevitable on account  
of the lossy nature of the wireless links and rapid node 
battery depletion 

• low cost of deployment. 

A WSN aimed for tracking targets is referred to as an 
Object Tracking Sensor Network (OTSN) (Xu et al., 2004). 

In this paper, we investigate the latest trends in  
the design and deployment of OTSNs and present a 
classification for the various object tracking protocols 
proposed thus far in the relevant literature. Our objective is 
to provide a deeper understanding of the problem as well as 
to identify the important factors sought in an efficient 
mobile object tracking protocol for WSNs. We present  
a design-oriented list of criteria for evaluation and 
comparison of the prior art. In addition, we excerpt the 
fundamental commonalities inherent in existing proposals 
and introduce some of the open research issues yet to be 
addressed by the interested community. To the best of our 
knowledge, this is the first work undertaking an exhaustive 
survey in the area of mobile object tracking protocols in 
WSNs. Considering the broad range of topics that come  
into play when conducting research in the field of 
distributed tracking and recognising the growing interest in 
its potential application for many real-life scenarios, 
providing expository surveys on this area is even more 
encouraged. 

The rest of the paper is organised as follows:  
in Section 2, we first define the general problem of object 
tracking and then go on with outlining the principal OTSN 
design factors. Section 3 is concerned with the taxonomic 
exploration of the target tracking WSN deployment 

scenarios as well as the brief description of the key  
modules at the core of a complete object tracking system.  
In Section 4, we moderately overview and highlight the 
strengths and weaknesses associated with some of the latest 
trends in devising network-centric protocols to function as 
the communications backbone of a tracking system.  
In Section 5, we come up with a brief comparative study of 
the prior art with reference to our given set of evaluation 
criteria. Section 6 is dedicated to the discussion of several 
open research problems together with the presentation of 
some promising directions for future work in this area.  
The survey concludes in Section 7. 

2 Problem definition and design considerations 

2.1 Problem definition 

Problem scenario: An OTSN is assumed consisting of  
n wireless sensor nodes scattered throughout a certain 
geographical area for tracking m (m ≥ 1) mobile objects.  
In general, nodes can be deployed across the region  
with no specific assumption made about their placement. 
Sensor nodes can detect the presence (or absence) of  
the targets by sampling the sensed signals from the 
environment. Each object enters and exits the region at a 
random time and at some random place, stays in each 
location with some probability p for some duration, moves 
independently from the other objects and disappears  
with probability 1 – p. In general, we make no assumptions  
about the mobility models of the targets. A more  
detailed mathematical definition can be found in Oh et al. 
(2005). 

Objectives: It is desirable to determine the locations of the 
targets. Through performing this operation periodically,  
one can keep track of the trajectories of the objects across 
the space-time continuum. Sensing nodes that detect the 
target(s) are supposed to send localisation reports towards 
the tracking application. Only a small number of nodes need 
to be active during each period such that the energy spent is 
minimised and the network lifetime is maximised. It is not 
desirable to lose the trajectories of the targets and in case of 
a loss, there must be some recovery mechanism in place 
with bounded error. 

The region encompassing active nodes is referred to as the 
monitoring region (Xu et al., 2004; Zhang and Cao, 2004). 
Through utilising prediction methods, it is possible to 
preparatively activate nodes in regions that the targets are 
more likely to move on to, referred to as the forwarding 
region (Chen and Ann, 2005). In Cerpa et al. (2001), the 
tracking problem is viewed as forming a region spanning 
active sensors that besieges the target at any time, and is 
continuously maintained as the mobile object moves. Such a 
region is also termed as the envelopment net in Tsai et al. 
(2007), and its associated model is dubbed the Frisbee 
model (Cerpa et al., 2001). 

The design of tracking protocols for WSNs is influenced 
by many challenging factors. We divide these factors into 
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two groups which are elaborated in the following two 
subsections. 

2.2 The interplay of tracking with WSN layers  
and services 

Several assumptions on the functionality of other layers and 
services in WSNs have a significant impact on designing an 
object tracking solution and vice versa; in effect, many of 
the classical problems, such as power management, time 
synchronisation, medium access, neighbour discovery, data 
aggregation, group management, leader election and 
migration, need to be revisited so as to address the object 
tracking domain-specific requirements (Arora et al., 2005; 
He et al., 2006). A tracking method can either be 
implemented on top of the network layer (Tsai et al., 2007; 
Song and Hatzinakos, 2007; Chen et al., 2004; Tseng et al., 
2004; Kulathumani et al., 2007), as it may need to be aware 
of the routing information, or alternatively it may be 
integrated as a partial component into the network layer 
itself (Zhang and Cao, 2004; Kung and Vlah, 2003;  
Liu et al., 2005; Tran and Yang, 2006; Demirbas and  
Lu, 2007). In Section 3, dedicated to the presentation of our 
taxonomy of OTSNs, we have differentiated between the 
methods specifically intended for integration into the 
network or transport layers (i.e., network-centirc tracking 
protocols) and those apt for functioning at other layers  
(e.g., signal processing-based algorithms). Here, we discuss 
the specifics of the interplay of tracking with the other 
layers, services and protocols, in line with the requirements 
presumable in OTSNs. 

The scheduling algorithm: The sleep mode in sensor 
networks and its management through a scheduling 
algorithm can be considered as a mechanism to conserve 
energy and thus to increase network lifetime. Two different 
schemes have been widely adopted for utilising sleeping 
sensors in the literature (Fuemmeler and Veeravalli, 2008): 
nodes in the standby power-down mode can be re-activated 
by external means on an as-needed basis, for example as 
proffered in Xu et al. (2004), Yang and Sikdar (2003) and 
Brooks et al. (2003); or alternatively, the process might 
require to make modifications on the underlying MAC 
protocols as discussed in Gui and Mohapatra (2004) and  
Jiang et al. (2008). In Fuemmeler and Veeravalli (2008),  
the information on the object’s trajectory is exploited to 
readjust the sleep-awake planning. However, as has been 
argued in Fuemmeler and Veeravalli (2008) and Pattem  
et al. (2003), at special times during which nodes are  
in sleep mode, the tracking error might increase. In 
Maheswararajah et al. (2009), the measurement error as  
well as the cost associated with using a particular sensor in 
detecting targets is the main factor in determining the 
specifics of the scheduling strategy. 
MAC layer protocols: In general, medium access is more 
complicated than the scheduling algorithm which is only  
in charge of managing the on/off periods of the radio 
transceiver and/or the sensing unit of the nodes. Most of the 

existing tracking protocols, however, are agnostic towards 
the specifics of MAC layer design (as in Xu et al., 2007; 
Zhang and Cao, 2004; Tsai et al., 2007; Chen et al., 2004; 
Tseng et al., 2004; Kung and Vlah, 2003; Yang and Sikdar, 
2003). In effect, while using cross layer information can 
greatly improve the performance of a tracking algorithm,  
it comes at the expense of designing a special-purpose  
MAC protocol. The work in Song and Hatzinakos  
(2007), specifically envisions a specialised MAC-level 
mechanism and clearly determines its interactions  
and message exchange patterns with the other layers. 
Important issues associated with the design of joint MAC 
layer and tracking protocols are still left as open  
problems. 

Routing and querying protocols: An important factor in the 
design of routing protocols for specific use in the context  
of object tracking would be the possible existence of 
correlation between data owned by neighbouring nodes.  
If such a correlation exists, new routing metrics can  
be incorporated into decisions on path selection,  
e.g., in Liu et al. (2005) and Sung et al. (2007). However,  
in most of the existing tracking protocols, such correlation is 
not accounted for; instead, it has been assumed that either  
a routing algorithm is already available for sending reports 
towards the sink, as in Tsai et al. (2007), Song and 
Hatzinakos (2007), Chen et al. (2004) and Tseng et al. 
(2004), or alternatively as envisioned in protocols such as 
Xu et al. (2004), Yang and Sikdar (2003), Ji et al. (2004) 
and Chang et al. (2008), the information is supposed to be 
delivered to the sink simply via a single-hop connection  
to a top-level cluster head (or a tree root). Few works  
have explicitly envisaged specific routing mechanisms for 
steering tracking results back to the sink such as Zhang and 
Cao (2004), Kung and Vlah (2003), Liu et al. (2005),  
Tran and Yang (2006) and Liu et al. (2008). In fact, in these 
tree-based tracking protocols, the tree structure which is 
created during the first phase of the algorithm is utilised by 
the messages to retrace the route from the sink. In Hwang  
et al. (2008), a data reporting strategy is developed for 
object tracking which assumes the presence of mobile sinks; 
particularly, the sensor network is divided into grids and a  
weight function is used as a classification mechanism so as 
to determine whether an active node should send its report 
to the sink or not. 

A similar trend can be noted in the context of querying 
mechanisms meant for object tracking in that it is also a 
lightly treated area. Only a few protocols such as GLANCE 
(Demirbas et al., 2006) and Distributed Quad Tree (DQT) 
(Demirbas and Lu, 2007) specifically deal with the problem 
of efficient data querying for tracking in WSNs by 
exploiting the geometry of the network. In these studies,  
a distance sensitive querying mechanism is presented which 
guarantees the cost of answering a query for an event to be 
at most a constant factor of the distance d to the nearest 
event in the network. Also, aside from the strategic use of 
an underlying hierarchical structure in tree-based schemes 
(Zhang and Cao, 2004; Kung and Vlah, 2003; Liu et al., 
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2005; Tran and Yang, 2006; Liu et al., 2008) – which is 
primarily intended to avoid the network-wide flooding of 
queries- in most of the relevant schemes, a tracking request 
is either assumed to be indiscriminately disseminated 
throughout the network or even no explicit mention of this 
problem has been made at all (Tsai et al., 2007; Song and 
Hatzinakos, 2007; Chen et al., 2004; Tseng et al., 2004; 
Yang and Sikdar, 2003). 

Aggregation strategies: In-network aggregation is normally 
performed on data of the same type to reduce redundancy 
and to compress data with the prime intention of minimising 
energy consumption throughout the communication.  
A survey on aggregation strategies for WSNs can be found 
in Fasolo et al. (2007). In Liu et al. (2008) and Kumar et al. 
(2000), a tree-based structure for tracking mobile objects is 
proposed with special emphasis on data aggregation; it 
features a shortcut mechanism which augments the object 
tracking tree with some new edges so that the update and 
query costs are reduced. However, in most of the existing 
object tracking protocols, no specific aggregation strategy is 
prescribed or none of the existing approaches are explicitly 
incorporated into the final solution. 

Data fusion techniques: Data fusion techniques are 
primarily utilised to draw inferences from the gathered data 
of sensor nodes as well as to reduce the error by eliminating 
noisy measurements (Smith and Singh, 2006; Hall and 
Llinas). Of closely related problems to data fusion is Data 
Association in which, measured data are associated to each 
target (track) with a degree of uncertainty (Liu et al., 2007; 
Smith and Singh, 2006). Data correlation is also cited as the 
other influential factor in devising fusion models (Smith and 
Singh, 2006). Various forms of data correlation are subject 
to a broad class of statistical techniques aiming at the 
identification of interrelations between random variables or 
data values. When it comes to WSNs, however, spatial and 
temporal correlations are assumed to be the models of prime 
interest (Vuran et al., 2004). 

It has been demonstrated that the local fusion of 
captured data within sensor nodes enhances the quality of 
information and facilitates power savings in WSNs 
(Pashazadeh and Sharifi, 2007). Extensive studies have been 
conducted in the literature on data fusion techniques and a 
recent survey can be found in Smith and Singh (2006). 
More relevant proposals, such as Orguner and Gustafsson 
(2009), Fan et al. (2008), Pashazadeh and Sharifi (2007), 
have investigated the supplementary role of fusion 
techniques in target tracking systems. As for an example, 
the work in Fan et al. (2008) leverages on the LEACH 
algorithm (Heinzelman et al., 2002) for clustering the sensor 
nodes, and requires that each cluster head executes a fusion 
protocol consisting of two components: a one-step delay 
algorithm to select the tracks and a Fuzzy Cluster Means 
(FCM) algorithm to carry out data association tasks.  
In Pashazadeh and Sharifi (2007), a comparative study is 
conducted evaluating the accuracy of two voting algorithms 
for fusing target tracking data at the sink node. However, 
given that most of the fusion techniques heavily rely on 

signal processing algorithms, they are not further reviewed 
here to keep in tune with the communications-oriented 
theme of this paper. 

Localisation service: A localisation service can be exercised 
at two stages throughout an object tracking mission: to 
estimate the whereabouts of the target based on the position 
of the detector nodes, or as well to determine the location  
of nodes in the initial phase of the network operation  
(Ali Alhmiedat and Yang, 2007). In almost all of the 
existing tracking protocols, it is assumed that sensors are 
aware of their positions and exchange this information with 
each other so as to locate their neighbouring nodes as well 
(Zhang and Cao, 2004; Tsai et al., 2007; Chen et al., 2004; 
Tseng et al., 2004; Kung and Vlah, 2003; Yang and Sikdar, 
2003; Ji et al., 2004; Chang et al., 2008; Olule et al., 2007; 
Yu et al., 2004; Tran and Yang, 2006; Walchli et al., 2007; 
Wang et al., 2010). Tracking protocols also draw on 
localisation algorithms to either determine the location of 
the targets directly as elaborated in Tsai et al. (2007),  
Song and Hatzinakos (2007), Chen et al. (2004) and  
Tseng et al. (2004), or it might as well be simply assumed 
that the target location be approximated by the location of 
the nearest sensor node, much in the same manner as 
discussed in Zhang and Cao (2004), Kung and Vlah (2003), 
Wang et al. (2010) and Kulathumani et al. (2007).  
In Ali Alhmiedat and Yang (2007), the localisation 
techniques used in the context of tracking have been 
categorised into four groups: prediction-based such as  
Xu et al. (2004), Zhang and Cao (2004), Yang and Sikdar 
(2003), sensing modality-based as in Aslam et al. (2003), 
Collaborative Signal Processing (CSP)-based as envisaged 
in Li et al. (2002) and Chu et al. (2002), or the ad-hoc 
techniques discussed in Ali Alhmiedat and Yang (2007). 

Node placement or the nodes location model: The fact  
that nodes are placed randomly or else deployed in a  
pre-planned fashion within the monitoring region is an 
important consideration in designing the object tracking 
algorithm. For instance, the work discussed in Tseng et al. 
(2004) is based on the assumption that nodes be deployed in 
a specific triangular fashion, or in Zhang and Cao (2004) 
and Kulathumani et al. (2007) nodes are placed in a grid 
structure. In Xu et al. (2004), Song and Hatzinakos (2007), 
Chen et al. (2004), Kung and Vlah (2003), Yang and Sikdar 
(2003), Tran and Yang (2006), Walchli et al. (2007) and 
Wang et al. (2010), however, no specific placement model 
has been envisaged.  

Mobility model or the movement prediction model of the 
target: If the movement model or the velocity of the target 
is known by the nodes in advance, or at least the movement 
trajectories of the targets can be predicted, as in Xu et al. 
(2004), Yang and Sikdar (2003), Tseng and Lu (2009),  
Goel and Imielinski (2001), targets are less likely to be 
missed. Nevertheless, it is often more desirable not to rely 
on the existence of a priori information on the objects’ 
movements. It should also be noted that not every mobility 
model can be applied to every environment. For example, 
the work presented in Kung and Vlah (2003) draws on the 
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assumption of the locality of movements; i.e., the targets are 
assumed to usually move within a small restricted region, 
say, for instance, people walking or strolling along the 
streets of a city. 

2.3 Criteria related to quality of tracking 

In this subsection, we present the most frequently 
referenced set of criteria for assessing the quality of tracking 
in sensor networks, for instance in the form of simulation 
measures as in Xu et al. (2004), Zhang and Cao (2004), 
Song and Hatzinakos (2007), Chen et al. (2004), Kung and 
Vlah (2003), Yang and Sikdar (2003), Gui and Mohapatra 
(2004). Some of these metrics are also well established  
in the more general ‘quality of service’ parlance, and we 
elaborate, here, on their subtleties from the object tracking 
perspective. 

Scalability: The tracking protocol should be designed with 
the scalability property in mind so that it could account for 
tracking multiple targets and for increasing number of query 
requests targeted to different regions, to different objects or 
issued for more accuracy; the protocol should also scale  
as the monitoring region under its coverage expands.  
In contrast to methods relying on centralised algorithms 
such as Kung and Vlah (2003) and Lee et al. (2006), 
tracking protocols with a cluster-based structure have been 
shown to be scalable against both a large number of sensor 
nodes as well as in scenarios involving more than one target 
(Chen et al., 2004; Yang and Sikdar, 2003; Wang et al., 
2010). Algorithms capable of tracking multiple targets  
are referred to as Multi-Target Tracking or MTT schemes.  
In some single target tracking protocols, however, several 
properties must change if the MTT functionality is desired; 
e.g., as outlined in Song and Hatzinakos (2007) and Li et al. 
(2002). This issue is further discussed in Section 3. 
Tracking multiple objects simultaneously is closely  
related to the data association problem referred to in  
Section 2.2, under ‘Data fusion techniques’. 

Tracking precision: In the simplest sense, how far the 
estimated location of each target, as derived from samples 
and localisation algorithm, differs from its real location  
is interpreted as the tracking precision. Since target 
localisation based on a larger number of nodes usually 
requires more computational effort, one can trade tracking 
precision for computational complexity. Such correlation 
also exists between tracking precision and: probability of 
target loss as discussed in Xu et al. (2004), Yang and Sikdar 
(2003), Tseng and Lu (2005), recovery mechanisms for 
relocating the object in Yang and Sikdar (2003), prediction 
accuracy as in Xu et al. (2004), and sensitivity to noisy 
measurements (Chen et al., 2004) as well as the ratio of 
false alarms. 

Tracking delay: This metric plays a key factor in two stages 
of the tracking operation:  

• the time it takes to estimate the location of a given 
target from the very moment it appears  

• the latency of reporting the estimated location to the 
sink. 

The delay parameter associated with the second phase is 
heavily dependent on the specifics of the routing or the data 
dissemination protocol (as stated in Chen et al., 2004). 
Despite no special measures have been taken for explicitly 
guaranteeing delay constraints in the majority of the existing 
object tracking protocols (e.g., Xu et al., 2004; Zhang and 
Cao, 2004; Tsai et al., 2004; Song and Hatzinakos, 2007; 
Chen et al., 2004; Kung and Vlah, 2003; Yang and Sikdar, 
2003), some recent works have been proposed which 
instead factor the quality of service parameters such as delay 
into the underlying routing protocol in WSNs (He et al., 
2003; Felemban et al., 2006; Huang and Fang, 2007). 

Energy consumption: The lifetime of the network is 
inversely proportional to the energy overhead it incurs.  
It can be easily argued that from a designer’s perspective, 
power conservation and quality of tracking are of two 
conflicting interests; thus, there must be some kind of a 
tradeoff between the desired quality criteria and energy 
usage. 

Adaptability: Whether the tracking algorithm depends on a 
specific target mobility model or is able to track high speed 
targets while incurring little performance degradation,  
is an important factor in evaluating target tracking systems. 
For instance, in Kung and Vlah (2006) it is assumed that the 
targets’ trajectories are based on the locality of movements, 
while in Tsai et al. (2007), the protocol encompasses a face 
track shortening phase for tracking high speed targets. 

Degree of coverage: This metric indicates what proportion 
of the monitoring region is covered by nodes with a given 
sensing range to track the target efficiently. For example,  
as shown in Gui and Mohapatra (2004), it is possible to 
reach acceptable Quality of Surveillance (QoSv) with a 
partial coverage of the monitoring region. Several other 
existing works inspecting this aspect of target tracking have 
been proposed in Yang and Sikdar (2003), Gui and 
Mohapatra (2004), Pattem et al. (2003), Chakrabarty et al. 
(2002) and Wang et al. (2008). 

Protocol overhead: This entails the control packets 
overhead and the pre-processing cost of the algorithm. 
Usually, protocols that rely on a specific structure (e.g., 
Zhang and Cao, 2004; Tsai et al., 2007; Chen et al., 2004; 
Tseng et al., 2004; Kung and Vlah, 2003) need more control 
packets compared to unstructured protocols (e.g., Song and 
Hatzinakos, 2007; Chu et al., 2002) which are normally 
spared from the initial cost of the structure setup and/or its 
maintenance over time. 

Table 1 gives a summary of all the design considerations 
and evaluation metrics discussed in this section and  
portrays the interrelation between factors affecting the 
algorithm design and their corresponding quality of tracking 
metrics. As can be seen in the table, the specifics of the 
protocols and services in different layers are tightly coupled 
with several different quality of tracking parameters.  
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For instance, while relying on a priori information on the 
mobility model of the target(s) may limit the scalability  
or even adversely affect the adaptability of the tracking 
algorithm, it might instead help decrease the energy 
consumption, which is evidently a desirable property. 

Table 1 The interrelation between design characteristics and 
quality of tracking metrics 

Layers, services,  
and protocols Quality of tracking metrics 

Scheduling mechanism • Scalability 
• Tracking precision 
• Degree of coverage 
• Nodes energy consumption 
• Control packets overhead 

MAC layer protocols • Scalability 
• Nodes energy consumption 
• Control packets overhead 

Routing, querying, 
aggregation and data fusion 
strategies 

• Scalability 
• Tracking precision 
• Tracking delay 
• Nodes energy consumption 
• Control packets overhead 

Localisation service • Tracking precision 
• Nodes energy consumption 
• Control packets overhead  

Node placement or location 
model 

• Tracking precision 
• Nodes energy consumption 
• Degree of coverage 
• Control packets overhead 

Mobility model of the 
target 

• Scalability 
• Nodes energy consumption 
• Adaptability 

3 Towards a taxonomy of OTSN: deployment 
scenarios and classification of tracking 
techniques 

In this section, we first distinguish between the possible 
deployments of mobile OTSNs, and describe their main 
characteristics together with the associated issues and 
requirements. We then present a typification of a complete 
target tracking solution and go on to introduce our 
classification of the most representative categories of the 
prior art in network-centric object tracking protocols for 
WSNs. 

3.1 OTSN deployment scenarios and applications 
characterisation 

A straightforward configuration-oriented taxonomy of the 
possible OTSN deployment scenarios can be based on  
the following three dimensions:  
 

1 The number of the objects to be tracked  

2 The type of the objects to be tracked  

3 The modality of the sensors. 

In what follows, we further discuss the implications a 
particular type of scenario might bring on the design of  
a tracking system. 

3.1.1 The number of objects 

Depending on the number of objects the OTSN is  
supposed to track, two obvious application scenarios can be 
envisaged:  

• single target tracking  

• Multi-Target Tracking (MTT). 

The methods presented in Xu et al. (2004), Tsai et al. 
(2007), Chen et al. (2004), Tseng et al. (2004), Kung and 
Vlah (2003), Yang and Sikdar (2003), Xu et al. (2004), Lin 
et al. (2006), Olule et al. (2007), Yu et al. (2004), Tran and 
Yang (2006) and Lee et al. (2006) have the ability of 
tracking multiple targets, while the algorithms discussed in 
Zhang and Cao (2004), Song and Hatzinakos (2007), Goel 
and Imielinski (2001), Chu et al. (2002), Walchli et al. 
(2007), Wang et al. (2010) and Kulathumani et al. (2007) 
are able to track only a single object. 

For some tracking protocols, several considerations 
must be made in case the MTT functionality is desired.  
For instance, as stated in Song and Hatzinakos (2007),  
to support tracking of multiple targets would require that 
orthogonal channels be utilised using techniques such as 
TDMA or FDMA. In Chen et al. (2004), despite the 
tracking algorithm is primarily proposed for single target 
tracking, provisions can be made in the protocol, such as the 
introduction of special signature packets,1 so that it can be 
extended to support tracking multiple targets as well.  
In Liu et al. (2003), a group formation algorithm is proposed 
which extends the method in Chu et al. (2002) to track 
multiple targets. In this work, a dynamic group management 
method is presented to initiate and maintain multiple tracks 
in a distributed manner and each group is responsible for 
tracking a single target. As briefly explained in Section 3.2, 
MTT support might also call for reconsiderations on  
the specifics of the signal processing-based algorithms  
(e.g., data association techniques) used in a tracking system.  

3.1.2 The type of objects 

Depending on the type of object, tracking scenarios can be 
categorised into two groups:  

• discrete object tracking 

• continuous object tracking. 

Discrete (individual) objects are ordinary targets like 
humans, cars, animals and so forth which may emit noise, 
light, and seismic waves, can be separated from each other  
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and are countable. A continuous object, on the other hand, 
might constantly extend across the region and typically 
occupies a large area (Ji et al., 2004; Chang et al., 2008). 
They tend to diffuse, expand in size, change in shape  
or even split into multiple relatively smaller continuous 
objects. Of typical examples might be diffused gas, 
biomedical and chemical liquid. The main challenge 
associated with the tracking of this type of targets is the 
non-trivial fusion and/or dissemination of local boundary 
information which must be performed in a dynamically 
adaptable fashion. The works presented in Ji et al. (2004) 
and Chang et al. (2008) specifically address the tracking of 
continuous objects. 

OTSN deployment may also be particularly intended for 
tracking objects of specific mobility model, speed range,  
or nature:  

• The mobility model/type of the objects:  

• city mobility model (Kung and Vlah, 2003;  
Lin et al., 2006) 

• random mobility models; e.g., random waypoint 
(Yen and Yang, 2006) 

• associative or group mobility models  
(Ochirsuren et al., 2008). 

• The speed range of the objects:  

• low speed; e.g., pedestrian walking (Kung and 
Vlah, 2003), speeds up to 15 m/s (Yang and 
Sikdar, 2003), or slow movement scenarios with 
0~10 m/s velocities (Tsai et al., 2007) 

• moderate speed with 10~20 m/s velocities as 
envisaged in Tsai et al. (2007) 

• high speed; e.g., cars in highways, speeds up to 
400 km/h (Walchli et al., 2007), fairly fast 
scenarios with velocities up to 20 m/s (Zhang and 
Cao, 2004) and 30 m/s (Xu et al., 2004), or the 
20~30 m/s velocities featured in Tsai et al. (2007). 

• The nature of the objects:  

• intruder/adversary; e.g., on-demand patrol in  
Gui and Mohapatra (2005) and foreign objects  
in Stark and Davis (2004) 

• friendly and collaborating; e.g., coverage-oriented 
patrol in Gui and Mohapatra (2005) and friendly 
objects in Stark and Davis (2004). 

However, as pointed out earlier in Section 2, most  
tracking methods are not tightly coupled with mobility 
characteristics of the objects, essentially favouring 
generality over efficient but tailored ‘case’ studies. 

3.1.3 The sensing modality 

Although many of the existing tracking protocols (e.g., Xu 
et al., 2004; Zhang and Cao, 2004; Tsai et al., 2007; Tseng 
et al., 2004; Kung and Vlah, 2003; Yang and Sikdar, 2003; 

Goel and Imielinski, 2001; Xu et al., 2004; Lin et al., 2006; 
Olule et al., 2007; Tran and Yang, 2006; Lee et al., 2006; 
Kulathumani et al., 2007) do not explicitly envision a 
particular type of sensor, the modality of sensors used  
for tracking targets might influence the specifics of the 
signal processing protocols, the localisation or estimation 
algorithm as well as the type of objects to be tracked;  
for instance, the set of equations used for modelling acoustic 
waves in Chen et al. (2004), may not apply to the processing 
of other types of signals. 

The methods discussed in Song and Hatzinakos (2007), 
Chen et al. (2004), Chu et al. (2002), Yu et al. (2004) and 
Wang et al. (2010) explicitly assume that the network 
consist of acoustic sensors. The works in Ji et al. (2004)  
and Chang et al. (2008), which are intended for continuous 
object detection, assume that sensors are capable of 
perceiving chemical gasses. The tracking scenario in 
Walchli et al. (2007) relies on light sensors to detect a 
moving person holding a flashlight. Algorithms presented in 
Aslam et al. (2003), Kim et al. (2005), Shirvastava et al. 
(2006), Mechitov et al. (2003), Aghajarian and Berangi 
(2008) draw on binary sensors to fulfil tracking missions.  
A binary sensor produces only one bit of information 
indicating whether the object is getting closer to the node  
or moving farther away; typically, these sensors do not 
measure the distance from the object. 

A broad array of algorithms also exist which are 
intended for tracking scenarios in the domain of visual 
sensor networks, some of which can be found in Gurses  
et al. (2009), Monari et al. (2008), Pahalawatta et al. (2004), 
Soro and Heinzelman (2005) and Zhang et al. (2006).  
In these scenarios, sensors are essentially video  
cameras with a limited directional Field of View (FOV),  
and it is desirable to track the trajectories of object(s)  
in the form of a sequence of video frames. Further  
details regarding the visual modality are closely related to 
the topic of image processing and lie outside the scope of 
this paper. 

A more refined differentiation of OTSN deployments 
w.r.t. sensing modality can be drawn on both individual 
node and network levels; i.e., single-modal vs. multi-modal 
nodes and accordingly, homogenous networks (where nodes 
feature the same sensor type) vs. heterogeneous networks 
(in which different nodes may have different types of 
sensors). For instance, it is assumed in Huiyu et al. (2008) 
that the WSN consists of multi-modal sensor nodes 
featuring a camera mounted between two microphones. 
Examples of target tracking in a heterogeneous sensor  
network can be found in Kushwaha et al. (2008) and  
Amundson et al. (2007) wherein some nodes are acoustic 
and others are equipped with a camera. A general discussion 
on exploiting heterogeneity in WSNs can be found in Yarvis 
et al. (2005); however, as argued in Abidi et al. (2008), 
heterogeneous target tracking is more common in wide area 
surveillance systems. 

Figure 1 summarises our categorisation of the OTSN 
deployment scenarios. 
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Figure 1 OTSN deployment scenarios 

 
 
3.2 Classification of mobile object tracking 

techniques in WSNs 
Few works have recently investigated the state of research 
in WSN target tracking. However, given the ongoing nature 
of the problem, complexity and the non-obvious taxonomy 
of the available schemes, a solid classification is not yet 
established. A five-group categorisation of target tracking 
methods for sensor networks has recently been proposed in 
Bhatti and Xu (2009), namely: hierarchical, tree-based, 
prediction-based, Mobicast message-based and hybrid. 

As discussed in Bhatti and Xu (2009), the hierarchical 
category identifies those tracking protocols featuring  
a clustering procedure to create a hierarchical control 
structure for the network. In tree-based schemes, the 
underlying communications backbone takes the form  
of a tree structure. Prediction-based approaches utilise a 
prediction strategy to calculate the next location of the 
target. The mobicast message-based category represents 

special multicast protocols which are leveraged to wake up 
the most pertinent subset of nodes preparatory to the  
target movement. As the name suggests, hybrid methods 
combine elements from any pair of the aforementioned 
approaches. 

It can be argued that the classification scheme presented 
in Bhatti and Xu (2009) is not specific enough, settles on a 
rather coarse categorisation and to resolve the ambiguity  
in characterisation of the exiting methods demands  
a more precise and finer distinction between the groups.  
For instance and as is discussed in the next section, despite 
the assumptions made in Xu et al. (2004a, 2004b) are also 
compatible with the definitions given for hierarchical and 
hybrid structures, these two approaches have been classified 
under the ‘prediction-based’ schemes in Bhatti and Xu 
(2009). 

Additionally, Tsai et al. (2007) have proposed a 
primitive two-group classification of the WSN tracking 
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schemes: cluster-based and non-cluster-based. It is argued 
in Tsai et al. (2007) that as a common ground in  
tracking solutions, signal processing-based algorithms  
or alternatively prediction-based schemes are utilised for 
reducing the energy consumption Xu et al. (2004),  
Yang and Sikdar (2003), Goel and Imielinski (2001) and  
Xu et al. (2004). Mobicast message exchange protocols are 
also referred to in Tsai et al. (2007) as a mechanism to 
activate sensor nodes across the monitoring region in 
preparation for the target’s future movement. 

In this paper, we characterise a complete object tracking 
solution as a hybridised system of two major groups of 
algorithms and protocols:  

• signal processing-based algorithms 

• network-centric protocols. 

Within the perspective of signal processing-based 
algorithms, the topological structure of the network is 
typically avoided as an issue, and in most of the existing 
methods, it is simply assumed that sensors would be 
grouped in to clusters within which only one node is given 
the charge of gathering data and tracking the target;  
for instance, as envisaged in Chong et al. (2003), Oh et al. 
(2005), Li et al. (2002), Liu et al. (2007), Shin et al. (2003) 
and Brooks et al. (2003). These algorithms help reduce 
energy consumption through the intelligent activation of 
only the most pertinent subset of nodes and leaving others in 
sleep mode (Tsai et al., 2007). 

From the viewpoint of the WSN layered communication 
model, signal processing-based algorithms would best serve 
at the application layer, intended mainly for the estimation 
of the next state of the target given the previous history  
and based on current measurements. The specifics of the 
underlying communications mechanism, such as routing or 
scheduling, would be kept transparent from the CSP layer; 
for instance, the information-driven target tracking scheme 
discussed in Zhao et al. (2002) has envisaged the black-box 
incorporation of the existing WSN routing protocols such as 
Directed Diffusion (Intanagonwiwat et al., 2003) as its 
underlay networking service (Shin et al., 2003; Chu et al., 
2002). 

A classification of CSP-based algorithms, used in the 
context of target tracking, is presented in Liu et al. (2007) 
on the basis of the number of targets; i.e., single vs. multi 
target tracking. Single target tracking methods, depending 
on their data estimation technique, are further sub-classified 
into: sequential Bayesian estimation (Liu et al., 2007), 
Kalman filter (Liu et al., 2007) and particle filter-based 
(Doucet et al., 2001) methods. CSP-based MTT protocols, 
on the other hand, might in turn leverage on data 
classification techniques (Li et al., 2002), data association 
processing (Liu et al., 2007) as well as identity management 
(Oh et al., 2005; Shin et al., 2003). The major categories of 
data association techniques identified in Liu et al. (2007) are 
Multiple Hypothesis Tracking (MHT) Liu et al. (2007), 
Joint Probabilistic Data Association Filter (JPDAF)  
Liu et al. (2007), or more recent emerging trends such as 

Monte Carlo-based sampling (Oh et al., 2004) and 
graphical models (Chen et al., 2005). 

However, a comprehensive taxonomy of CSP-based 
methods is yet to be established so as to account  
for the wide assortment of algorithms built around  
the notion of object tracking in WSNs. As the study of  
these algorithms stays outside the scope of this paper, 
henceforth, we skip discussing any further particulars of  
this category. 

Network-centric protocols, on the other hand, deal 
mostly with the communication-oriented concerns such as 
gathering data and reporting the location of the targets. 
These protocols may preferably be implemented within the 
network or the transport layers of the communication 
architecture. A moderate overview of the best-known 
schemes in this category is given in Section 4.  

Figure 2 demonstrates the correspondence between the 
five-layer WSN protocol stack (Akyildiz et al., 2002)  
and the protocols used in an object tracking solution.  
The heavily outlined box on the right shows the areas of 
emphasis in this survey. 

Figure 2 Correspondence between an object tracking system  
and WSN protocol stack, with our focus in this paper 
as the bold box 

 

Figure 3 illustrates our classification of network-centric 
object tracking protocols. From the structural perspective, 
network-centric protocols can be grouped into three main 
categories: 

• cluster-based 

• tree-based 

• leader-based. 

Additionally, the protocols within each category can 
optionally be augmented with prediction strategies which 
help reduce both the energy consumption as well as the 
probability of target loss. 

Clustering can be performed offline, i.e., before the 
network takes on a tracking mission (Xu et al., 2004;  
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Tsai et al., 2007; Chen et al., 2004; Yang and Sikdar,  
2003; Goel and Imielinski, 2001; Olule et al., 2007;  
Yu et al., 2004), or online, i.e., upon detection of a target  
(Ji et al., 2004; Chang et al., 2008; Wang et al., 2010). 
Typically, a single node, namely the cluster head  
would be determined to be in charge of managing each 
cluster Nodes detecting target(s) send their sensed data 

towards the heads. Once sufficient information gathers  
up in the cluster head, it would estimate the location  
of the target and report to the sink. In the event that  
a target moves out of the range of the current cluster,  
a new cluster head takes over, nodes in the previous  
cluster switch to sleep mode and the process is  
repeated. 

Figure 3 Network-centric object tracking protocols in WSNs: a taxonomy 

 
 
Depending on the clustering strategy adopted, cluster-based 
techniques can be further sub-classified into:  

• static clustering 

• dynamic clustering 

• hybrid schemes. 

In static clustering, nodes located within the monitoring 
region are grouped into clusters on the basis of some 
conventional measure (e.g., remaining energy of the nodes 
(Heinzelman et al., 2002), physical distance as in the 
Voronoi diagram-based method in Chen et al. (2004), etc.), 
and the cluster structure is not updated in reaction to the 
targets’ movements. Dynamic clustering, on the other hand, 
builds clusters of nodes upon the target’s entrance to the 
monitoring region and in an online fashion. The key issue in 
tracking protocols with dynamic cluster formation is the 
detection of boundary nodes, addressed only in Ji et al. 
(2004), Chang et al. (2008), Park (2006) and Wang et al. 
(2010). Evidently, the adoption of a dynamic strategy  
for clustering enhances the accuracy of tracking, albeit at 
the cost of increasing the overhead (Wang et al., 2010). 
Finally, the hybrid schemes attempt to strike a balance 
between the accuracy achieved through well-defined 
clusters around the target on the one hand and control  
overhead on the other by applying a semi-dynamic cluster 
formation strategy. For instance, the HCTT protocol  
(Wang et al., 2010) leverages on dynamic clusters over an 
already established static structure to track the target 
movements between neighbouring clusters or on a cluster 
boundary. Whether a hybrid scheme would be an efficient 

alternative in each case – i.e., in terms of target miss  
ratio and energy consumption – depends on the actual 
requirements of the application and its usability should be 
weighed against the overheads involved. 

In tree-based methods, a tree structure is set up  
amongst nodes online, i.e., upon detection of the target 
(Zhang and Cao, 2004; Kung and Vlah, 2003; Lin et al., 
2006; Tran and Yang, 2006; Lee et al., 2006). Necessary 
message exchanges take place so that each node determines 
its parent and accordingly remains in (or be removed from) 
the tree structure. Each node detecting the target passes its 
information to its parent to be ultimately delivered to the 
root of the tree. The root is in turn responsible for sending 
reports to the sink. 

Leader-based methods are analogous to clustering 
protocols with the only difference that no specific structure 
is set up amongst nodes and only those detecting the target 
participate in the tracking process (Song and Hatzinakos, 
2007; Tseng et al., 2004; Chu et al., 2002; Walchli et al., 
2007). To this end, a node (usually the one nearest to the 
target) is elected as the leader which, after gathering enough 
information from its subordinates, would estimate the 
target’s location and report to the sink. 

Network-centric object tracking protocols can also  
be classified according to their style of processing into: 
centralised vs. distributed. 

In centralised schemes, a designated entity is assumed  
to get hold of the knowledge of the whole network,  
obtained presumably by requiring that all nodes send on the 
necessary information, and build the desired structure for 
tracking. For instance, the tree construction algorithm 
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proposed in Kung and Vlah (2003) operates in a centralised 
fashion with the knowledge of the weights of all the links. 
In Lee et al. (2006), the problem of building a minimum 
cost object tracking tree is formulated in terms of a  
‘0–1 integer programming’ model for which a Lagrangean 
Relaxation-based (LR-based) heuristic algorithm is 
proposed. In Yu et al. (2004), a sensor/server model is 
presented in which sensor nodes send their information  
to the server and the server maintains a list of all nodes 
along with their corresponding states. A similar centralised 
processing style has also been undertaken in Xu et al. 
(2004), Goel and Imielinski (2001), Xu et al. (2004) and 
Olule et al. (2007). 

In contrast to centralised methods, in distributed 
tracking protocols, neighbouring nodes cooperate with  
each other to set up the communication structure, be it a 
cluster or a tree, for interaction with the sink node (Zhang 
and Cao, 2004; Tsai et al., 2007; Song and Hatzinakos, 
2007; Chen et al., 2004; Tseng et al., 2004; Yang and 
Sikdar, 2003; Chu et al., 2002; Lin et al., 2006; Tran and 
Yang, 2006; Walchli et al., 2007; Wang et al., 2010). 

Table 2 lists some of the latest tracking methods 
proposed in the literature that can be framed under this 
classification. 

Table 2 Classification of the network-centric object tracking 
methods 

Structure type/ 
strategy Method 
Cluster-based • Dynamic clustering method for 

acoustic sensors (Chen et al., 2004) 
• DOT (Tsai et al., 2007) 
• DCS (Ji et al., 2004) and its 

optimisation CODA (Chang et al., 
2008) 

• RARE (Olule et al., 2007) 
• HCTT (Wang et al., 2010) 

Tree-based • DCTC (Zhang and Cao, 2004) and its 
optimisation in Zhang and Cao (2004) 

• DAB (Kung and Vlah, 2003) and its 
optimisations DAT and Z-DAT  
in Lin et al. (2006) 

• OCO (Tran and Yang, 2006) 
• Heuristic method (Lee et al., 2006) 
• Trail (Kulathumani et al., 2007) 

Leader-based • LESOP architecture (Song and 
Hatzinakos, 2007) 

• Mobile agent based method  
(Tseng et al., 2004) 

• IDSQ (Chu et al., 2002) 
• DELTA (Walchli et al., 2007) 

Cluster-prediction • PES (Xu et al., 2004) and DRP  
(Xu et al., 2004) 

• DPT (Yang and Sikdar, 2003) 
• PREMON (Goel and Imielinski, 2001) 
• Adaptive tracking (Yu et al., 2004) 

Tree-prediction • DCTC (Zhang and Cao, 2004) 
(prediction-based scheme) 

4 Mobile object tracking protocols in WSNs:  
an overview 

In this section, we moderately discuss some of the  
latest WSN target tracking schemes that promote a  
network-centred mentality. We organise our discussion 
under three principal headings, viz., leader-based, tree-based 
and cluster-based methods, in line with the classification 
outlined in the previous section. 

4.1 Leader-based tracking methods 

As discussed earlier, leader-based methods typically feature 
a lightweight structure-less protocol and require that only 
detecting nodes participate in the tracking mission.  
Figure 4 depicts a simple leader-based tracking network in 
which only nodes near the object are active. Despite their 
simplicity, these protocols are primarily intended for single 
target tracking applications and to cater for multi-target 
scenarios requires inevitably complex modifications.  
Four leader-based tracking protocols, namely: LESOP, 
IDSQ, DELTA, and a mobile agent approach are discussed 
in this subsection. A fundamental commonality in all these 
protocols is that no predefined structure is relied upon and 
that in every instance of time only one node takes charge of 
tracking the target. 

Figure 4 A simple leader-based target tracking network: 
detecting nodes send their information to an elected 
leader node which subsequently delivers the object’s 
information to the sink (see online version for colours) 

 

4.1.1 Low Energy Self-Organising Protocol (LESOP) 

The LESOP method (Song and Hatzinakos, 2007)  
fosters a two-layered architecture, namely Embedded 
Wireless Interconnection (EWI) which enables cross  
layer interaction between the application and MAC  
layers. The object tracking functionality at the upper layer 
draws on the communication and sensing primitives 
provisioned for via specific MAC and physical layer 
protocols integrated within the lower levels of the EWI 
architecture. 
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In LESOP, the node first detecting the target is elected 
leader which prompts its neighbours to perform sensing and 
also chooses the node with the highest locally calculated 
detection fusion coefficient to be the surrogate leader.  
Only a subset of the neighbouring nodes participate in the 
fusion process via sending their detection information to  
the surrogate. The number of nodes within this subset is 
determined in reconciliation with the optimum gain on the 
precision of the target’s location; i.e., the minimum 
improvement ratio of accuracy at the cost of increasing  
the number of detecting nodes by one. The surrogate leader 
builds a profile of the target’s trajectory on the basis of the 
linear combination of the locations of detecting nodes 
together with the track information it receives from the 
primary leader. Once a predefined time period elapses,  
the surrogate takes the role of the primary leader and the 
procedure repeats. 

Sensor nodes in LESOP are assumed to be equipped 
with two radios: a primary RF radio and a secondary 
wakeup radio. The primary radio is used for routine wireless 
data packet transmission. Its transmitting power and rate  
are assumed to be fixed. This radio can operate in  
one of the three distinct modes: transmitting, receiving/idle, 
or sleeping. The secondary wakeup radio can only send or 
detect busy tones. The power consumption of wakeup radio 
is of the same level as the sleeping mode of primary radio, 
which is negligible. Furthermore, it is assumed that the 
wakeup radio has the capability of sending/detecting busy 
tones at two separate frequencies. 

In sum, LESOP consists of a lightweight  
application-layer tracking protocol together with relatively 
complex MAC and physical layers. It, however, provides 
only for transmissions within a single hop and does not 
explicitly account for multi-hop connections. This can be 
attributed to the fact that no specific network/transport layer 
protocol is envisioned within the system architecture.  
In addition, to track more than one target, not only multiple 
orthogonal radio channels, (e.g., through the use of  
TDMA or FDMA), are needed but it may also warrant 
modifications in both MAC and application layers. The 
track information hand-over from a previous to a new  
leader also increases the latency, while this information 
might not even be used for prediction of future target 
movements. 

4.1.2 A mobile agent-based approach to target 
tracking 

In Tseng et al. (2004), sensor nodes are assumed to be 
arranged in a triangular structure. However, provisions can 
be made in the protocol to serve in networks of irregular 
shape as well; for instance, through the exploitation of 
Voronoi diagram (Aurenhammer, 1991). It is also assumed 
that every node knows both its own location as well as the 
locations of its neighbours, and that it is also capable of 
determining its distance to the target. 
 
 

Upon detecting an object, an election process  
(Tseng et al., 2004) is conducted by nearby sensors to 
choose a node on which a master agent is initiated. As the 
object moves, the agent may also migrate to a closer sensor 
to maintain its monitoring status. The master, through 
dispatching slave agents, invites exactly two of its 
neighbouring nodes in order to assist in the tracking 
mission. These three agents cooperate to perform the 
Trilateration algorithm. Slave nodes periodically report 
their sensing results to the master who is supposed to 
calculate the object's location. As the object moves, the 
slave agents may be revoked and reassigned in concert with 
certain thresholds of signal strength. To reduce the sensing 
overhead, the tracking agents prevent other irrelevant 
sensors from monitoring the object by periodically sending 
warning signals. 

In order to extend the protocol to cater for irregular 
deployment of sensor nodes, the election process does not 
need to be changed but the rules to migrate masters/slaves 
need to be modified and sensors need to know the locations 
of at least their two-hop neighbours. To find a master and 
two slave agents in an irregular shape network, the classical 
Voronoi graph problem can be exploited (see Tseng et al., 
2004 for details).  

As envisioned in Tseng et al. (2004), the specifics of the 
fusion and delivery of the tracking results can be strategised 
in either of the Non-Agent-Based (NAB), Threshold-Based 
(TB) or Distance-Based (DB) modes. NAB, in effect, serves 
as a referential strategy for comparison. It assumes that each 
sensor operates independently and forwards its sensing 
results back to the gateway periodically. In TB, the master 
agent accumulates the tracking results and carries them 
along until their volume exceeds a predefined value, in 
which case, the results are delivered to the gateway through 
the shortest path available. In DB, the delivery action may 
be taken only when the master agent moves. 

Given its reliance on an underlying routing algorithm, 
the tracking protocol in Tseng et al. (2004) should operate at 
the application (or more specifically, on top of the network) 
layer. Compared to LESOP, it does not rely on specific 
MAC or physical layer protocols, which contributes to  
its flexibility for use along with different architectures. 
However, the performance of the system is only measured 
through simulation experiments and the correctness of the 
state diagrams associated with the agents’ operation is  
yet to be verified. Moreover, the overhead for the  
relatively extensive set of control packets in inter-node 
communications is not evaluated. 

4.1.3 Information-Driven Sensor Querying (IDSQ) 
and Constrained Anisotropic Diffusion Routing 
(CADR) 

The IDSQ (Chu et al., 2002) and CADR (Zhao et al., 2002) 
take on an information-driven approach to tracking targets 
and directing queries respectively. 
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A leader node, elected during the initialisation phase, 
waits for an activation prompt from the user/application. 
Other nodes, referred to as followers, on the other hand, are 
triggered into their ‘sense and report’ activity by a request 
from the leader. An initial belief, representing the state  
of the target, is calculated and the leader begins to keep 
track of which sensor’s measurements get incorporated  
into the belief state. The leader node is finished processing 
only if the resultant belief fits some predefined measure  
of quality; otherwise, it continues with sensor selection.  
A sample test used within the experiments reported  
in Chu et al. (2002) for assessing the goodness of a given 
belief is that the incorporation of measurements is  
continued until all sensors in a cluster of seven nodes are 
incorporated. 

During the sensor selection phase, the leader chooses a 
node whose measurements satisfy some quality metric and 
are not already incorporated into the belief state. For the 
sake of experiments conducted in IDSQ, four different 
criteria have been adopted for choosing this next sensor: 
nearest neighbour data fusion, Mahalanobis distance, 
Maximum Likelihood and the best feasible region. The 
mathematical details concerning the representations of these 
criteria can be found in Chu et al. (2002). Once the best next 
node is selected, it is queried by the leader and the belief 
state is updated to reflect the newly captured information. 
The belief quality test is repeated until a desired level is 
reached. In Liu et al. (2003), a group formation algorithm is 
proposed in addition which extends the IDSQ method to 
track multiple targets. In this work, a dynamic group 
management method is used to initiate and maintain 
multiple tracks in a distributed manner and each group is 
responsible for tracking a single target. 

Probably, the main drawback to IDSQ is that it relies on 
a single node (the one closest to the target) to detect the 
status of the target and does not account for nodes’ 
collaboration to enable simultaneous detection. Hence, the 
accuracy of tracking in the next steps is highly dependent on 
the correctness of the initial leader election. The specifics of 
the leader election algorithm are also not clarified for cases 
which multiple nodes detect the target. 

4.1.4 Distributed Event Localisation and Tracking 
Algorithm (DELTA) 

The DELTA method, discussed in Walchli et al. (2007),  
is based on dynamic group formation among detecting 
nodes. It assumes that sensors are aware of their locations 
and are arranged in a grid structure. DELTA leverages on a 
passive heartbeat mechanism to relax the assumption  
that the communication range should be greater than the 
sensing range. In particular, the leader node is supposed  
to periodically broadcast HEARTBEAT messages, and the 
nodes within a two hop neighbourhood are expected  
to overhear these messages along with their data so as to 
become aware of the existence of the leader. 
 
 

Light (illumination) sensors, upon detecting a target, 
execute a leader election algorithm at the initial phase  
of the system’s operation. A particular node’s state may  
be either of: IDLE, ELECTION_RUNNING, LEADER,  
and MEMBER and transitions occur as per the exchange of: 
HEARTBEAT, IREP, PASSIVE and REELECTION 
messages. The leader node runs a localisation algorithm  
to determine the position of the target and is required to 
maintain its leading state as long as possible to minimise the 
number of reelections and handovers. 

DELTA is primarily intended for single target tracking 
and it is not explicitly envisaged in Walchli et al. (2007) as 
to how the associated state diagrams should be modified to 
account for multi-target scenarios. Moreover, no specific 
mechanism is envisioned for properly responding to target 
loss or even to cater for high velocity target tracking.  
The only reliability-bound considerations in DELTA are 
that the leader should be the closest node to the target,  
must have enough battery, and that the election process 
needs to be carried out within a small time interval.  
The correctness of DELTA is not verified through  
formal proofs and its performance is only compared against 
that of the EnviroTrack system (Abdelzaher et al., 2004) 
through simulation experiments. What mainly distinguish 
DELTA from EnviroTrack are its luminosity-based  
leader election and the specifics of its localisation 
algorithm. 

4.2 Tree-based tracking methods 

Tree-based tracking, as discussed earlier in Section 3, 
features an underlying tree structure which is set up 
amongst nodes upon target detection. Figure 5 shows a  
tree-based tracking network where every detecting node 
hands in its information of the object to its parent, which is 
responsible for routing the results towards the root. With 
tree-based substrates comes the advantage of establishing 
unique loop-free paths from detecting nodes back to the 
sink, effectively serving as a routing structure as well (e.g., 
in methods Zhang and Cao, 2004; Tran and Yang, 2006). 
Probably, the main drawback typical of this category is the 
large message exchange overhead associated with structure 
set-up and maintenance which might in turn give rise to 
scalability issues especially in large-scale or multi-target 
scenarios. For instance, it is shown in Wang et al. (2010) 
through simulation experiments that the tree-based tracking 
protocol presented in Zhang and Cao (2004) has the  
highest energy consumption compared to its counterparts  
in Yang and Sikdar (2003) and Wang et al. (2010).  
Relying on unique paths for source-sink communications 
might also pose as a downside in case of recurrent link or 
node failures. 

In this subsection, we discuss briefly five tree-based 
tracking protocols: DCTC, STUN-DAB (with its extended 
versions: DAT and Z-DAT), OCO, a centralised heuristic 
method, and Trail. 
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Figure 5 A tree-based Multi-Target Tracking network: detecting 
nodes send their information to their parents which 
subsequently deliver the object’s information to  
the root (see online version for colours) 

 

4.2.1 Dynamic Convoy Tree-based Collaboration 
(DCTC) 

In Zhang and Cao (2004), the network is viewed as a  
grid structure and it is assumed that nodes adopt the 
Geographic Adaptive Fidelity (GAF) protocol (Xu et al., 
2001) as their sleep scheduling mechanism. Each pair of 
nodes in the neighbouring grids can communicate directly 
with each other and unless there is a target in the vicinity of 
a grid, only the grid head is required to be awake and other 
nodes only need to wake up periodically. Every node is 
assumed to have a global view of its grid (e.g., other nodes’ 
location information) thanks to the GAF discovery process. 
DCTC proffers a dynamic programming-based algorithm 
for constructing an optimal tree (min-cost convoy tree) 
which assumes that the target’s moving trace is known  
a priori and that each node has global knowledge of the 
network topology. 

In the distributed version of the min-cost convoy tree 
algorithm, when the target enters the monitoring region,  
an initial convoy tree is constructed for which a root  
node has to be determined. A two phase algorithm for 
determining the root of the tree and a parent for each node is 
presented which relies on the controlled communication of 
special election and winner messages amongst the detecting 
nodes. Sensors hand in their information of the target to 
their parents till the results are finally delivered to the root. 

Two different member recruitment policy, namely 
conservative and prediction-based are proposed in Zhang 
and Cao (2004) in order for the root to enhance the tree 
structure by pruning distant and adding nearby nodes. 
Simulation results in Zhang and Cao (2004) suggest that  
the prediction-based recruitment scheme outperforms its 
conservative counterpart, and that it can achieve a relatively  
 

high coverage and low energy consumption close to an 
optimal solution. 

In case the target moves away from the current root 
more than a specified distance, the tree is supposed to be 
reconstructed and a new node is to be elected as the new 
root. Tree reconfiguration is also carried out using either a 
sequential or a localised approach. In brief, in the sequential 
approach, as the name suggests, a special reconf message is 
broadcast by the new root to the nodes within its own grid 
as well as to the heads of its neighbouring grids. A reconf 
message contains node-specific information such as the 
node’s location and the cost of sending data to the root. 
These grid heads repeat the same process until all nodes in 
the monitoring region are added to the tree. 

As argued in Zhang and Cao (2004), the sequential 
reconfiguration algorithm has some drawbacks. During  
each reconfiguration process, large lists containing the 
information about all nodes in a grid are transmitted 
between and rebroadcast within the grids. This creates 
significant amount of traffic, as shown in Wang et al. 
(2010), especially when the node density is very high or 
reconfiguration is frequent. The localised reconfiguration, 
however, removes the cost information from the reconf 
messages and instead makes use of a heuristic to estimate 
the cost. It also removes the information about the node 
locations by caching the location information about other 
nodes for a particular duration. DCTC’s more optimised tree 
reconfiguration schemes are discussed in Zhang and Cao 
(2004). 

In sum, DCTC’s operation is heavily dependent on the 
knowledge of distance to the centre of the event at sensor 
nodes, which may not always be easy to compute from the 
sensed information and depends on the accuracy of the 
mobility prediction algorithms as stated in Xu et al. (2004). 
Furthermore, it relies on costly message exchanges  
and broadcasts which adversely affects the system’s 
performance especially when the data rate or target speed  
is high. Adding and removing distant nodes is also done via 
the root node, essentially requiring periodic transmissions 
from leaf nodes towards the root and vice versa. 

4.2.2 Scalable Tracking Using Networked Sensors 
(STUN) and Drain-And-Balance (DAB) tree 

The STUN architecture (Kung and Vlah, 2003) is founded 
on a hierarchical structure which allows the system to 
handle a large number of tracked objects. It is assumed that 
targets’ movements are not uniform across the region and 
occur in a limited fashion in adherence to the concept  
of locality of movements (Cerpa et al., 2001; Kung and 
Vlah, 2003). The underlying structure is basically a tree and 
given the restricted nature of movements, the maintenance 
of object-related information (e.g., object IDs) usually 
requires updating nodes near the bottom of the tree. This is 
done via the concept of detected set, in which each 
intermediate node in the tree stores the set of objects that 
were detected jointly by its descendants. 
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The DAB algorithm discussed in Kung and Vlah  
(2003) is one way to construct the STUN’s hierarchical 
communications substrate. Assuming that the frequencies of 
object movements are known a priori, DAB assigns weights 
to edges of the graph of nodes in such a way that if  
two vertices have more target movement in between,  
their connecting edge has a higher weight. Nodes with 
larger weights on their edges are merged together more 
rapidly – almost akin to the construction of Huffman trees 
(Cormen et al., 1990). The merge process is performed 
bottom-up, i.e., from the leaves to the root, through a series 
of steps. The DAB algorithm attempts to strike a balance 
between communications cost and delay by a set of 
threshold factors that determines the number of steps for 
merging nodes into the tree. For instance, in the first step 
with a threshold factor of 6, the vertices on which edges 
weighing more than 6 are incident are merged together. 

Neither the specifics of obtaining the frequency of 
object movements nor the details of a distributed tree 
construction are elaborated in Kung and Vlah (2003).  
How the set of threshold factors, an integral part of the 
algorithm, is determined is also not clearly described  
and the paper does not go much beyond giving a numerical 
example. The DAB tree is essentially a logical overlay 
which may not reflect the physical structure of the network; 
hence, a single edge is likely to correspond to multiple 
communication hops with high costs (Lin et al., 2006). 

Extensions to DAB, namely DAT and Z-DAT, are 
proposed in Lin et al. (2006) with the prime intention of 
establishing a stronger correlation with the physical 
topology. In particular, the sensing area is divided into 
square-like zones and, as opposed to the merging of nodes 
in DAB, the algorithm recursively combines these zones 
into a tree. In both DAT and Z-DAT, the query cost of an 
object tracking tree is formulated in terms of the query rates 
of the sensors (i.e., the number of queries sent towards a 
specific sensor within a single time unit). Much in the same 
way as in DAB, Z-DAT relies on a central unit for storing 
the network topology, which might reduce the scalability  
and debilitate the distributed capacity of the algorithm, as 
mentioned in Lin et al. (2009). 

4.2.3 Optimised Communication and Organisation 
(OCO) for target tracking 

OCO (Tran and Yang, 2006) is a tree-based target  
tracking method that provides self-organising and routing 
capabilities together with the promise of low computation 
overhead on sensor nodes. OCO’s operation is organised  
into four phases, namely: position collection, processing, 
tracking and maintenance. 

Over the course of the initial phase, the base station 
solicits the position information of all the reachable nodes  
in the network by contacting its immediate neighbours, 
gathering their IDs as well as advertising itself as their 
parents. This process repeats network wide. Following this 
phase, a tree structure is built across the network in the 
processing phase within three steps: 

• Cleaning up the redundant nodes so as to inactivate 
those nodes whose sensing coverage region are 
occupied by one or more other nodes 

• Identifying the border nodes for activation 

• Finding the shortest path from each node to the base. 

During the tracking phase, two types of sensors are 
exploited: type A and B. The former has the capability to 
sense multiple objects and activates its neighbours when a 
particular object is leaving its coverage area; whereas,  
type B sensors are only able to determine whether there  
is any object within their coverage area or not. The 
maintenance phase is intended for the reconfiguration  
of the network in the face of topological perturbations 
induced for instance on account of exhausted, damaged or 
re-positioned nodes. 

A major drawback of the OCO method lies in the 
relatively massive volume of control messages which  
have to be exchanged during all four phases of the 
algorithm. Furthermore, all processing functionalities  
(e.g., deactivating redundant nodes, computing the SPT, 
etc.) are bound to be done in the base station node (or the 
root) and only the results would be dispatched towards the 
specified nodes. 

4.2.4 A heuristic tree-based algorithm for  
tracking 

The heuristic tree construction algorithm presented  
in Lee et al. (2006) is based on the DAB algorithm (Kung 
and Vlah, 2003) discussed earlier. The network is assumed 
to be comprised of two types of nodes: communication 
nodes which are only in charge of relaying the information 
and sensor nodes that are capable of detecting the target  
and sending their information to a communication node. 
The DAB’s weight assignment initiative is generalised  
in Lee et al. (2006) by factoring in, a ‘two-way’ object 
moving frequency between each pair of sensor nodes. 
Hence, it is able to account for cases where the frequency 
with which a particular object moves from node x to node y 
differs from that of the reverse direction. Furthermore,  
in this extended model, transmission costs are associated to 
the links. 

In Lee et al. (2006), the problem of building a minimum 
cost object tracking tree is formulated in terms of a  
“0–1 integer programming” model for which a Lagrangean 
Relaxation-based (LR-based) heuristic algorithm is 
proposed. 

The optimisation problem centres around three different 
decision variables: paths, tree links and tracking links.  
Paths are represented by tuples in the form of (s, sink), 
indicating that a path from sensor node s to the sink node 
exists. It is further assumed that the set of all candidate 
paths are given as an input to the algorithm. Tree links are 
the connecting edges on the object tracking tree. Tracking 
links, however, are the links when object moves from  
sensor x to sensor y, and then sensor y delivers tracking 
information upward to the first common ancestor (i.e.,  
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the communication node which has nodes x and y in its  
sub-tree) via the tracking links. 

Despite the fact that the protocol is intended to minimise 
the total communication cost of the tree, the centralised 
computation of both the LR-based primal heuristic and  
the object tracking tree algorithms adversely affect its 
scalability. Despite that centralised optimal solutions can be 
viewed as a reference baseline for comparison of tracking 
methods, it is more desirable to come up with near optimal 
distributed tracking protocols instead. 

4.2.5 Trail 

Trail (Kulathumani et al., 2007, 2009) builds and maintains 
a tree-like tracking data structure by propagating the mobile 
object’s information locally and by satisfying the distance 
sensitive requirements (much the same as DQT (Demirbas 
and Lu, 2007)). In particular, the data structure associated 
with an object P, viz., trailP maintains for P information 
such as two-dimensional position coordinates p, and its 
distance from a designated centre C, denoted by dpC.  
In order to keep from triggering updates every time P makes 
a move, trailp is not required to be the exact straight line 
from C to P; i.e., Trail effectively allows for stretch  
factors slightly bigger than one, essentially resulting in the 
recruitment of a path of nodes (line segments in Trail’s 
language) for the tracking mission. A Find algorithm is 
additionally proposed to reach the location of object P 
initiating from another object Q given that trailp exists. 

Trail has been implemented in a WSN grid in the form 
of a discrete plane, though any random deployment of nodes 
can also be used. Every node is assumed to be aware of its 

location and maintains a list of its immediate neighbours. 
Multi-hop communications in Trail draw on an underlying 
geographic routing protocol such as GPSR. Trail’s measures 
for fault tolerance account for the update, maintenance of an 
existing trail and for its Find algorithm, which are claimed 
to be able to gracefully handle any performance degradation 
resultant from node failures. Trail’s operation can also be 
refined in terms of the mean time to structure update and 
tuning up the specifics of the reshaping process.  

In Kulathumani et al. (2007), Trail is only contrasted 
analytically with few analogous tracking protocols, and the 
simulation experiments are not intended for exhaustive 
comparison. Trail’s operation can be enhanced with 
predictive models and with support for MTT scenarios. 

4.3 Cluster-based tracking methods 

In cluster-based tracking protocols, the underlying  
structure is either proactively set up amongst nodes (Xu  
et al., 2004; Tsai et al., 2007; Chen et al., 2004; Yang and 
Sikdar, 2003; Goel and Imielinski, 2001; Xu et al., 2004; 
Olule et al., 2007; Yu et al., 2004) or forms online upon 
target detection (Ji et al., 2004; Chang et al., 2008;  
Wang et al., 2010). Figure 6 presents a hierarchical  
cluster-based object tracking network, in which nodes in 
detecting clusters send the targets’ information to their 
associated cluster heads (blue nodes). Cluster heads, in turn, 
contact via other clusters for relaying data towards the sink 
or they may be able to communicate directly with the sink 
node. Furthermore, it is assumed that the cluster structure 
shown in this figure has been set-up according to some 
criteria, which we do not go through its details. 

Figure 6 A cluster-based Multi-Target Tracking network: detecting nodes send the targets’ information to their associated cluster heads 
which, in turn, contact other clusters for relaying data towards the sink (see online version for colours) 

 
 
 

Despite their relatively high maintenance overhead,  
cluster-based schemes demonstrate acceptable scalability 
against the number of nodes and/or targets within the 

monitoring region (Chen et al., 2004; Yang and Sikdar, 
2003). Most of the tracking protocols, however, utilise the 
traditional line of clustering algorithms (e.g., LEACH 
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(Heinzelman et al., 2002)) or do not rely on a specific 
clustering algorithm at any level, which may lead to poor 
performance; for instance, using LEACH (Heinzelman  
et al., 2002) in Wang et al. (2010), which mainly guarantees 
the uniform distribution of cluster heads, or using Voronoi 
diagrams in Chen et al. (2004) and the planar graph in  
Tsai et al. (2007), which are based on geographic locations 
of the nodes, are not optimum choices for utilisation in the 
context of OTSNs. More specifically, over the course of an 
object tracking mission, the cluster head or the leader node 
must be the one nearest to the target so that it would be able 
to provide better estimations of the location of the target and 
thus cut down on energy consumption (Park, 2006). Only a 
few number of tracking protocols, such as Ji et al. (2004), 
Chang et al. (2008), Park (2006) and Wang et al. (2010), 
feature dynamic clustering based on properties of objects, 
which are discussed in this section.  

Here, we have presented a synopsis of eight  
cluster-based tracking protocols: DOT, DCS (together with 
its extended version, CODA), a dynamic clustering method 
for acoustic target tracking, RARE-Area/RARE-Node, DPT, 
PES (together with DPR and PREMON), an adaptive target 
tracking approach, and finally HCTT. 

4.3.1 Dynamic Object Tracking (DOT) 

DOT (Tsai et al., 2007) features a cluster-like tracking 
structure in the form a planar graph which is constructed 
amongst nodes before a target enters the area. This graph 
divides the network into a number of faces in which nodes u 
and v are deemed face neighbours only if they are connected 
via a Gabriel edge. DOT’s basic operation consists of six 
phases: face discovery, target discovery, target detection, 
target tracking, face-track shortening and loop face-track 
removing. 

Once the planar graph is established in the initial  
phase (face discovery) and all nodes get to know their face 
neighbours, a user may seek a particular target by flooding 
its request throughout the network. In the target discovery 
phase, a node receiving a request replies only if it is the 
nearest node to the target and if the target is likely to remain 
in its face. As for the target detection phase, the nearest 
node to the target is considered as a beacon or ingress  
node which awakes its face neighbours by sending wakeup 
messages. Every active node that detects the target must, in 
turn, verify whether it is the nearest node or not. Within the 
target tracking phase, when a target moving across a given 
face reaches another node, the ingress might change and the 
new nearest node should instead send wakeup messages.  
In case the target exits a face, the current beacon node 
records the next beacon and informs the user of this 
transition.  

The face-track shortening phase is intended for tracking 
high velocity targets. The intermediate beacon nodes report 
the last known location of the target along a shorter path 
through which the user is able to chase the target with a 
smaller loss probability. Moreover, when the velocity of the 
target is high, it might form a loop on its return to a previous 

node. The sixth phase is, thus, aimed at resolving possible 
loops within the face-track. 

DOT’s operation entails a remarkably high number of 
control packet exchanges, especially during the initial phase 
of the algorithm; i.e., the computation of the planar graph. 
Neither a proof of correctness nor an analytical evaluation is 
presented in Tsai et al. (2007), and the specifics of query 
propagation are not clearly discussed. Reliability of the 
algorithm in terms of track maintenance depends much on 
the frequency of wakeup messages. Additionally, in case the 
covered areas associated with the graph faces are not large 
enough, the DOT protocol is susceptible to track loss.  
The only remedy for this situation, as reported in Tsai et al. 
(2007) is to rediscover the target by flooding a request to the 
whole network. 

4.3.2 Dynamic Cluster Structure (DCS) and 
Continuous Object Detection and tracking 
Algorithm (CODA) 

DCS (Ji et al., 2004) and its augmentation, CODA  
(Chang et al., 2008), deal with continuous object detection. 
In DCS, the nodes detecting the presence of the object 
declare themselves as boundary sensors only if the object 
goes undetected by the other nodes in their immediate 
neighbourhood. Using a location-based approach, a 
clustered structure is then constructed for grouping these 
boundary sensors into a small number of dynamic clusters, 
and the closest node to the centre of each cluster area heads 
the cluster. The number of boundary sensors in the cluster 
can be pre-determined. Following the clustering procedure, 
all boundary sensors of a continuous object are assigned to 
several clusters according to their locations. Cluster heads 
send the integrated boundary information to the sink which 
is supposed to estimate the global boundary of the 
continuous object of interest. 

Whlie it is argued in Chang et al. (2008) that adopting a 
clustering approach yields a significant reduction in the 
overall communications overhead compared to schemes  
in which the sink contacts directly with the individual 
boundary sensors, DCS still requires a high volume of 
communications and message exchanges amongst nodes. 
For instance, the boundary sensors are identified by 
requiring each detecting sensor to communicate with all its 
one-hop neighbours to determine whether or not they have 
detected the same object. Furthermore, clustering the 
boundary sensors entails repeated broadcasting of messages 
from cluster heads to their neighbours until a specific hop 
count is reached. Besides, the number of required clusters 
and thus, the number of cluster heads increases as the 
continuous object expands, frequently triggering dynamic 
re-clustering operations. 

CODA (Chang et al., 2008) presents a hybrid  
semi-dynamic clustering scheme aimed to reduce the bulk 
of DCS-induced message exchanges and thus to cut down 
on energy consumption. During the initial stage of the 
network operation, a static backbone is constructed 
featuring a designated number of static clusters in which 
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any sensor detecting the object reports the associated 
information to its cluster head. The cluster heads, in turn, 
determine the boundary sensors outlining the continuous 
object within their associated cluster using a local boundary 
estimation function, and report the results to the sinks. 
CODA’s performance has been evaluated in Chang et al. 
(2008), with the promise of a significant decrease in the 
number of control messages, albeit for a fewer number of 
clusters in comparison with that of DCS. It might however 
be the case that CODA and DCS perform consistently when 
tested at identical settings. 

4.3.3 Dynamic clustering for acoustic target tracking 

In Chen et al. (2004), network nodes are assumed to be 
either sparsely placed static backbone nodes, taking on the 
role of cluster heads, or densely deployed low capability 
sensor nodes used for detecting the target. The system’s 
operation is organised into four main phases: initial  
distance calibration and tabulation, CH volunteering, 
sensor replying, and reporting the tracking results.  

In the calibration phase, the geographical information 
necessary for the construction of Voronoi diagrams is 
collected, and both the cluster heads and the sensors 
establish response tables to facilitate their decision on 
adjusting back-off timer values. These timers are used when 
a cluster head intends to volunteer itself as a leader or when 
a sensor intends to respond to the cluster head. 

During the second phase, a cluster head, upon detecting 
an acoustic signal whose strength exceeds a determined 
threshold and whose pattern matches the system’s tracking 
interest, volunteers to become active. A two-phase 
broadcast mechanism is then utilised for setting two  
back-off timers in accord with the content of the response 
tables. After the expiration of the first timer, an energy 
packet (that carries only the signal strength information), 
and after expiration of the second timer, a signature packet 
(that contains the detailed signature information) are 
broadcast by the volunteer cluster head. Should the  
CH overhear another energy or signature packet, it cancels 
its volunteering process. 

Following the volunteering process, one cluster head is 
active and it estimates the target's location after receiving 
enough replies from sensors in the third phase. Cluster 
heads report their tracking results to users in a proactive 
fashion, thereby reducing their experienced latency.  
No specific routing protocol has been envisaged explicitly 
in Chen et al. (2004) to back up the message transmission in 
this phase. 

Through both probabilistic analysis and simulation,  
it is shown in Chen et al. (2004) that with the use of 
Voronoi diagram, the CH closest to the target stands the 
greatest chance of getting elected as the leader and that the 
proposed dynamic clustering algorithm yields relatively 
accurate estimates of target locations. As for the final phase, 
the overhead associated with the transmission of reports can 
be prohibitively large for a greater number of users in that a 
larger number of messages might need to be routed on  
 

distinct paths to reach the base station. Similar to DOT, this 
method has an initial phase for constructing the Voronoi 
diagram, calibration and tabulation of the tables which 
would be carried out offline. 

4.3.4 Reduced Area REporting (RARE-Area)  
and Reduction of Active node REdundancy 
(RARE-Node) 

In Olule et al. (2007) two algorithms, RARE-Area and 
RARE-Node are presented for increasing the quality and 
decreasing the amount of data sent from sensing nodes to 
their cluster heads. The former algorithm ensures that only 
nodes promising a given quality of data participate in 
tracking. The latter, on the other hand, requires that any 
node with redundant information be laid off from the 
tracking mission. It is assumed that each node knows both 
its own location and that of its neighbours through the  
well-known Trilateration localisation algorithm. It is also 
assumed that a static clustering is performed at the first 
stage of the network operation. 

In RARE-Area, every node that detects a target 
calculates a weight value (W) as the sum of three 
parameters: target distance from sensor (D), direction of 
motion (Dr) and target velocity (V). A node sends a beacon 
message and waits for at least two other beacons from its 
neighbours only if its computed W exceeds a given 
threshold, WU, set at the beginning of the algorithm’s 
operation. Upon receiving enough beacons, the node can 
estimate the target’s location and subsequently forward it to 
its cluster head. 

When RARE-Node is also utilised, a node willing  
to send its information to the cluster head performs a 
redundancy check as well by verifying whether there are 
any other node within its sensing range with redundant 
information or not, for instance through detecting 
overlapping sensing areas with neighbouring nodes. If the 
target’s position is estimated to be within a node’s half 
space of the overlapping region with a neighbour, only this 
node sends its information to the cluster head, sparing the 
neighbour from all redundant chores. 

RARE-Area and RARE-Node algorithms are more 
advantageous in networks or clusters with large numbers of 
nodes; however, the experiments reported in Olule et al. 
(2007) assume a network of one cluster head and 49 sensing 
nodes, which evaluates the algorithms only at node level 
and not within a hierarchical structure. Hence, the 
usefulness of the static clustering at the initial phase of these 
algorithms is yet to be investigated. 

4.3.5 Distributed Predictive Tracking (DPT) 

In DPT (Yang and Sikdar, 2003), it is assumed that a cluster 
structure is already established amongst nodes with every 
cluster head knowing the ID, location and the remaining 
energy of nodes under its management. The main idea 
behind DPT is that upon target detection, a sequence of 
tasks in order of “sense-predict-communicate-sense” be  
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executed in a distributed fashion by the nodes along the 
target’s track. The algorithm consists of four major 
procedures: target descriptor formulation, sensor selection, 
failure recovery, and energy considerations. 

Each target is identified by a Target Descriptor (TD) 
representing its identity, its present location, its next 
predicted location, and a time stamp. A cluster head  
utilises a target descriptor formulation algorithm to obtain 
the TD for each target it is tracking. The sequence of 
downstream cluster heads lying along the target’s track 
(CH1, CH2, …, CHN) is assumed to be known a priori by the 
cluster heads. Besides, each TD is sent all the way back to 
the sink for further processing as well as to the downstream 
CH, i.e., a CHi+1. The third field in TD, the target’s next 
predicted location, is essentially a linear predictor which 
only uses the previous two locations to linearly predict a 
possible future location. 

For the purpose of the sensor selection algorithm, i.e.,  
to locate the target’s position, at least three nodes must 
detect the target. When the target enters a downstream 
cluster, the CH within this cluster (CHi+1) is supposed to 
activate three nearest nodes to the target via a wake-up 
message. These three nodes, in turn, would send their 
information of the target to CHi+1 in the form of a location 
message. CHi+1, then, formulates TDi+1 and estimates the 
next location of the target based on the received 
information, current direction and the target's velocity. The 
target’s next location is sent for the next nearest CH and the 
process is continued. In case a CH is unable to find three 
sensors not farther than its low beam (r) to the target of 
interest, it would expand its search radius to look for 
eligible sensors within its higher sensing beam (R). Should 
CHi+1 fail in its attempt to find enough sensors even using 
its high sensing beams, it calls for assistance from its 
neighbouring cluster heads. 

The failure recovery process is intended to account for 
two situations: link/node failures and prediction errors.  
The process is organised into several levels, where in the 
Nth level, a group of sensors (2N – 3)r m away from the ith 
predicted location of the target would be activated for 
detection. Simulation results reported in Yang and Sikdar 
(2003) only suggest that the first level outperforms the other 
recovery levels in terms of energy savings, but no further 
explanation regarding the specifics of the recovery formula, 
nor a proof of correctness has been given as to the 
algorithm’s capability in detecting missing targets. 

The adoption of strategies such as sending activation 
messages together with the conservative sensor selection 
policy using normal and high beams for sensing forms the 
mainstay of DPT’s energy considerations. 

Although DPT is among the very first methods primarily 
designed to exploit a prediction strategy, its simulation  
results on miss probability and energy consumption are not  
promising when it comes to tracking high velocity targets. 
Furthermore, the simplifying assumptions like that each 
cluster head knows the location of all its peers and that each 
TD is sent back to the sink come at the expense of high 
overhead. 

4.3.6 Prediction-based Energy Savings (PES),  
Dual Prediction-based Reporting (DPR) and 
PREdiction-based MONitoring (PREMON) 

Achieving energy savings by enabling the sensor nodes to 
intelligently predict the future movements of the mobile 
object can be deemed as the main drive in Xu et al. (2004), 
Goel and Imielinski (2001) and Xu et al. (2004). In all three 
schemes, it is assumed that a cluster structure exists  
among nodes, although no specific clustering mechanism is 
prescribed for the algorithm’s operation. 

PES (Xu et al., 2004) is comprised of three main 
components: a prediction model, a wake-up strategy and a 
recovery mechanism. The prediction model anticipates the 
future movement of an object to activate only the sensor 
nodes expected to discover the object. The wake-up strategy 
resorts to some heuristics to balance energy savings and 
application requirements, effectively arranging which  
nodes and when they should be activated. The recovery 
mechanism is initiated only in the event that the network 
loses the track of an object. 

Based on the prediction model used, the current node, 
i.e., a node with a moving object within its territory, predicts 
the possible location(s) of the target and determines a group 
of sensor node(s), viz., target nodes, to help track the target 
after a certain period of sleeping. Three heuristics have been 
introduced in the prediction model of PES based on the 
speed and direction of the target: INSTANT, AVERAGE 
and EXP_AVG. For instance, using the INSTANT heuristic, 
the current node assumes that the target maintains its current 
speed and direction for the next (T – X) seconds (T and 
X < T are the reporting and sampling durations resp.).  
In addition, target nodes are chosen based on either of the 
DESTINATION, ROUTE and ALL_NBR heuristics.  
With the DESTINATION heuristic, for instance, the current 
node only informs the predicted destination node, i.e., the 
sensor node where the object eventually arrives. 

The current node inactivates itself once it sends the 
wake-up call to the target node(s). As argued in Xu et al. 
(2004), no matter what heuristic for prediction/activation is 
used, the miss rate of the target is non-zero, which warrants 
a recovery mechanism for the system’s operation. The 
recovery process in PES initially resorts to the ALL_NBR 
heuristic to activate all neighbouring nodes of the current 
node. Unless the target is found, the next procedure in the 
recovery mechanism is to trigger a flooding recovery which 
wakes up all nodes in the network. 

In DPR, both the sensor nodes and the base station make 
predictions about the future movements of the mobile  
objects (Xu et al., 2004). The first time prediction is made 
on the basis of an initial given value, while the subsequent  
periodic predictions draw on a PES-like model together with 
the objects’ movement history. Through monitoring the 
state of the mobile objects, the sensor nodes are able to 
verify if the predictions are consistent with the actual target 
movements, and to decide whether to send updates for 
correcting the inaccurate predictions at the base station or 
not. 
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PREMON’s operation (Goel and Imielinski, 2001) is 
almost analogous to that of DPR’s with the only difference 
that the sensor nodes do not make predictions and only 
monitor the state of the object. It is assumed that sensors  
in close proximity are likely to have correlated readings  
and that the base station is able to predict the sensor 
readings given certain historical and background 
knowledge. These predictions are represented concisely  
as a ‘prediction-model’ and sent to the appropriate sensors.  
On receiving a prediction-model, sensors modify their 
behaviour; i.e., rather than sending an update whenever their 
reading changes, an update is sent only in case of 
inconsistencies with the prediction model. 

The specifics of the cluster structure and how they affect 
the systems’ operation are not treated pivotal in both PES 
and DPR; in effect, these algorithms mostly function at the 
individual sensor node level, much the same as is the case 
with the RARE system (Olule et al., 2007). Moreover, it is 
argued in Xu et al. (2004) that the combination of PES and 
DPR as a single model yields promising results w.r.t. energy 
savings. PREMON, on the other hand, operates mostly  
in a centralised fashion where the base station predicts the 
future sensor readings, given the previous knowledge along 
with the current information, and it transmits every 
prediction to the corresponding sensor. According to the 
results derived from simulation experiments in Xu et al. 
(2004), DPR outperforms PREMON in terms of energy 
consumption. 

4.3.7 Adaptive target tracking 

A quality aware information collection protocol is proposed 
in Yu et al. (2004) for WSN tracking. Similar to the case in 
PES, DPR and PREMON, the adaptive tracking method 
mostly functions at the individual node level, requiring that  
sensor read-outs be sent separately to the sink. However,  
a cluster-based operation can also be envisaged for  
the system as argued in Yu et al. (2004). Central to the 
algorithm is a sensor/server model featuring a state diagram 
of three operational states for the nodes: active, quasi-active 
and monitor. The server calculates the location of the target 
using the well-known Triangulation algorithm. 

The sensor nodes sense the environment and 
communicate with the server within a period of tsense and 
tsend, respectively. The decision on sending an update 
message to the server is dependent upon both a node’s 
current state and the likely occurrence of any external event.  
In Yu et al. (2004), two quality parameters have been  
defined with the purpose of boosting the accuracy of sensor 
read-outs: track quality (εtrack), representing the maximum  
distance between the real track of the target and the 
approximate track generated by the tracking algorithm at the  
server side, and sensor measurement quality (|∆I|), which is 
the maximum divergence between a sensor’s measurements  
series at time t and its approximation. The values of both 
parameters are calculated at the server side and the resultant 
εtrack is specified as the desired application tolerance.  
The server alters the state of an active node only if it realises 
that the readings received from that sensor render the 

estimated location of the object more erroneous than the 
desired εtrack. The sensors are notified of the desired quality 
level through the value of |∆I|. 

The algorithm is essentially characterised by a 
centralised logic, and the list of active and quasi-active 
nodes at the server are maintained in adherence to the 
readings received from sensors and according to the value 
of εtrack. Another drawback of this tracking protocol is that in 
order to set the values of εtrack and |∆I|, the server needs to be 
armed with precise information on the object(s) movement, 
an assumption which is not realistic in most tracking 
applications. 

4.3.8 Hybrid Cluster-based Target Tracking (HCTT) 

HCTT (Wang et al., 2010) features a hybrid clustering 
strategy which operates by forming dynamic clusters on top 
of an existing static structure. HCTT assumes that a suitable 
clustering substrate already exists in the network and  
that each node is aware of its own location as well as those 
of its neighbours. Each node vi needs to be equipped with an 
acoustic sensor of range rs whose monitoring region is 
denoted by the disk R(vi, rs). A dynamic cluster forms and 
temporarily takes charge of the tracking operation whenever 
the targets’ movements reach the boundary of the current 
static cluster. 

Once the static cluster is established, HCTT’s dynamic 
operation can be characterised in terms of three main 
phases: boundary node formation, dynamic clustering and 
inter-cluster handoff. 

Over the course of the initial phase, each node  
consults with its neighbour list looking up for a node 
belonging to another cluster; in case such a neighbour 
exists, the node considers itself of type boundary; 
otherwise, it is an internal node. Following this step, each 
cluster is divided into three regions: safety, alert and 
boundary. The safety region of a given cluster is to be 
monitored by at least one internal node, but not by any 
boundary node. The monitoring of the boundary region, on 
the other hand, is handled by the boundary nodes within the 
cluster together with those of the adjacent clusters at the 
same time; accordingly, the alert region is monitored by any 
boundary node of a cluster not belonging to the boundary 
region of that cluster. 

The dynamic clustering phase is triggered whenever a 
target moves from one static cluster to another, or  
alternatively when the target moves along the boundaries of 
one static cluster. When the target is in the alert region, a  
dynamic cluster is constructed in HCTT within three steps: 
leader selection, dynamic cluster construction and boundary 
node formation. During these steps, the nearest node to  
the target is selected as the leader which subsequently  
broadcasts a recruit message to its neighbours. Those 
neighbouring nodes replying with a confirm message  
participate in the new dynamic cluster. Once the new cluster  
is constructed and upon the target’s entrance to the next 
region, the inter-cluster handoff process is triggered.  
The specifics of the handoff process varies depending on 
whether the transition occurs from a static to a dynamic 
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cluster, from a dynamic to a static cluster, or alternatively 
from one dynamic cluster to another. 

The synergistic exploitation of dynamic and static 
clusters effectively renders HCTT immune to target loss 
(i.e., there always exists a cluster which keeps track of the 
target), however, it comes at the expense of heavy message 
exchanges and a high level of energy consumption also 
evidenced by the outcome of the experimental evaluations 
reported in Wang et al. (2010). For instance, a single static 
to dynamic inter-cluster handoff, alone, triggers the  
exchange of six types of control messages, i.e., request, 
reply, work, sleep, resign, and dismiss. The dynamic cluster 
construction in the alert region also requires a costly setup.  
A promising direction to reduce the overhead of control 
messages in HCTT is to somehow place the dynamic 
clusters more intelligently along the direction of target 
movements. 

5 Summary and discussion 

In this section, we summarise our review of the prior  
art and point out to which extent these systems are  
well-suited for a mobile object tracking scenario.  
Our discussion commences with a rough comparison  
of the tracking schemes when only viewed from the  
network structure standpoint, and continues with the 

exploration of their similarities and differences in terms  
of: strategies for deactivating non-necessary nodes, target 
recovery mechanisms, MTT support, routing/querying 
issues, as well as the specialised techniques for data 
aggregation and localisation services. Table 3 recapitulates 
our summary. 

Structure maintenance over the course of the tracking 
operation is an integral facet of both cluster and tree-based 
methods, and also gives rise to a trade-off between precision 
and robustness on one hand and control overhead on the 
other. In general, it can be argued that compared to cluster 
and leader-based methods, tree-based algorithms incur the 
largest overhead in terms of both building/maintaining a 
communication substrate as well as source-to-sink 
transmissions across multi-hop paths (Wang et al., 2010). 
Furthermore, structured systems are subject to significant 
increase in energy consumption as the network scales up,  
as the monitoring area expands or as the number of  
targets increases. In DCTC (Zhang and Cao, 2004),  
for instance, control operations draw on heavy message 
exchanges and broadcasts which might degrade the system’s 
performance, especially when the data rate and/or the target 
speed is high. As discussed earlier, the overhead associated 
with the tree-based communications in OCO (Tran and 
Yang, 2006) and in HCTT (Wang et al., 2010) can also be 
overwhelming. 

Table 3 Summary of object tracking methods 

Network-centric 
tracking 
techniques 

         Metric 
 
 
Method 

Deactivating 
non-

necessary 
nodes 

Recovery 
mechanism

Protocol overhead 

MTT 
support 

Routing (R)/ 
Querying (Q) 

or 
Aggregation 
(A) protocol 

Localisation 
algorithm or 
initiative 

Pre-
processing 

cost 

Minimum 
number of 

control packets/
other control 

overhead 

Le
ad

er
-b

as
ed

 

LESOP  × × 3  (with 
TDMA)

× Linear combination 
of sensors’ location 

Mobile 
agent-based 
(Tseng  
et al., 2004) 

   7   (A) 
TB & TD 
methods 

Trilateration 

IDSQ  × × 4 ×  (R)  
CADR 

Nearest sensor 
location to the target 

DELTA × × × 5 × × CH computes 
target’s location 

Tr
ee

-b
as

ed
 

DCTC  × × 6 ×  (R and Q) Nearest sensor 
location to the target 

STUN-DAB 
& DAT &  
Z-DAT 

× ×  1+ Centralised 
tree construction

  (R and Q) Nearest sensor 
location to the target 
by root 

OCO    5   (R and Q) BS, as the nearest 
node, computes 
target’s location  

Heuristic 
method (Lee 
et al., 2006) 

× ×  Centralised tree 
construction 

  (R and Q) Nearest sensor 
location to the target 
by root 

Trail × × × 5 ×  (find-
centric Trail) 

Nearest sensor 
location to the target 
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Table 3 Summary of object tracking methods (continued) 

Network-centric 
tracking 
techniques 

         Metric 
 
 
Method 

Deactivating 
non-

necessary 
nodes 

Recovery 
mechanism

Protocol overhead 

MTT 
support 

Routing (R)/ 
Querying (Q) 

or 
Aggregation 
(A) protocol 

Localisation 
algorithm or 
initiative 

Pre-
processing 

cost 

Minimum 
number of 

control packets/
other control 

overhead 

C
lu

st
er

-b
as

ed
 

DCS & 
CODA 

 × DCS × 
CODA  

2 + cluster 
construction 

Continuo
us object

× Sink computes 
object’s boundary 

Acoustic 
tracking 
(Chen et al., 
2004) 

 ×  5  × Voronoi diagram-
based and nonlinear 
optimisation-based 

DOT  ×  8 + planar graph 
construction 

 × Trilateration 

RARE 
(Node & 
Area) 

 ×  2 + static cluster 
construction 

× × Trilateration 

DPT    8 + cluster 
construction 

 × Linear prediction 

PES & DPR    6 + cluster 
construction 

  
 

× BS computes target’s 
location 

PREMON  ×  3 + cluster 
construction 

× × BS computes target’s 
location 

Adaptive 
tracking  
(Yu et al., 
2004) 

 × × (  if 
clustering is 

applied) 

3 + cluster 
construction (if 

applied) 

× × Triangulation  
(server computes) 

HCTT   ×  (the static 
clustering) 

16 + static 
cluster 

construction 

× × No specific methods 
(all members 
participate the 
estimation)  

 
As can be noted from Table 3, most tracking mechanisms 
leverage on special structures and/or make use of some 
prediction strategy in order to deactivate non-necessary 
nodes to reduce energy consumption. For instance, the 
RARE algorithm (Olule et al., 2007) relies on a static cluster 
structure built before the launch of tracking-bound 
operations; whereas, the structure-less LESOP (Song and 
Hatzinakos, 2007) draws on a prediction-based scheme to 
determine the next leader while leaving irrelevant nodes in 
sleep mode. DPT (Yang and Sikdar, 2003), PES (Xu et al., 
2004) and DPR (Xu et al., 2004), as a hybrid system of a 
prediction-based scheme together with a clustered structure, 
would incur relatively smaller energy overhead. DOT (Tsai 
et al., 2007) and the mobile agent-based method discussed 
in Tseng et al. (2004), on the other hand, leverage on special 
structures to reserve unnecessary nodes in sleep mode, and 
thus, their performance would be comparable to that of the 
cluster-based methods when it is viewed from the energy 
usage perspective. 

The recovery mechanism, used in response to target 
loss, can be deemed as the other distinguishing factors when 
it comes to compare different tracking methods. Although 
the prediction-based schemes (e.g., DPT (Yang and Sikdar, 
2003), PES (Xu et al., 2004) and DPR (Xu et al., 2004))  
do not enjoy total immunity to target loss, but its probability 

is minimised compared to when no prediction strategy is 
applied. In these schemes, a recovery mechanism is also 
assimilated which is supposed to take over every time a 
target gets lost. An explicit recovery mechanism is also 
devised in Tseng et al. (2004), Tran and Yang (2006).  
In DOT (Tsai et al., 2007), increasing the nodes’ wakeup 
frequency reduces the target loss probability, and in DCTC 
(Zhang and Cao, 2004) as well as DAB (Kung and Vlah, 
2003), this reduction is achieved through increasing the 
node density in the monitoring region and by constructing 
trees/clusters over the densely covered area. The issue of 
target loss is not explicitly tackled with in DOT (Tsai et al., 
2007) and Trail (Kulathumani et al., 2007), but instead the 
applicability of a solution for the parallel problem of 
hole/obstacle has been investigated through the use of a 
planar graph in Tsai et al. (2007). HCTT (Wang et al., 2010) 
experiences nearly no target loss since the target is 
monitored either by a static or a dynamic cluster; hence,  
no recovery mechanism is provided for the system. 

In terms of control overhead, most tree and cluster-
based methods, such as DOT (Tsai et al., 2007), DPT (Yang 
and Sikdar, 2003), OCO (Tran and Yang, 2006) and  
HCTT (Wang et al., 2010) entail an energy consuming  
pre-processing stage. While the minimum number of 
explicit control messages for DCTC (Zhang and Cao, 2004), 
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DOT (Tsai et al., 2007), the mobile agent-based method  
in Tseng et al. (2004) and DELTA (Walchli et al., 2007)  
is given in Table 3, for some cluster-based schemes  
(e.g., PES (Xu et al., 2004), DPT (Yang and Sikdar, 2003), 
PREMON (Goel and Imielinski, 2001), DPR (Xu et al., 
2004), RARE (Olule et al., 2007) and HCTT (Wang et al., 
2010)) no specific clustering algorithm is stipulated,  
and thus, the exact number of control packets cannot be 
determined. In another line of work, STUN and DAB (Kung 
and Vlah, 2003), their extensions, DAT and Z-DAT  
(Lin et al., 2006), as well as the heuristic method discussed 
in Lee et al. (2006) are listed as ‘centralised’ tracking 
systems in Table 3. 

As with the support for MTT, some of the schemes 
listed in Table 3 cater for MTT as well. In some methods, 
however, the MTT capability is not explicitly supported,  
but rather provisions have been made to open up for future 
extensions; for instance in Song and Hatzinakos (2007), 
orthogonal radio channels are needed in the algorithm to 
support MTT; a feature that can be provided using TDMA 
or FDMA channel allocation schemes. In Chen et al. (2004), 
drawing on signature information increases the system’s 
robustness when dealing with multiple targets. In Liu et al. 
(2003), a group formation algorithm is proposed to enhance 
IDSQ (Chu et al., 2002) with the MTT functionality.  
The STUN structure and its DAB algorithm (Kung and 
Vlah, 2003) are mainly proposed for environments with a 
large number of targets (e.g., humans in urban areas).  
In methods, such as DCTC (Zhang and Cao, 2004),  
RARE (Olule et al., 2007), PREMON (Goel and Imielinski, 
2001), adaptive tracking (Yu et al., 2004), DELTA  
(Walchli et al., 2007), HCTT (Wang et al., 2010) and Trail 
(Kulathumani et al., 2007), no explicit support for tracking 
more than one object has been envisaged. 

The routing algorithm used for sending the tracking 
reports to the sink is another important consideration  
in assessing target tracking solutions. In the mobile  
agent-based method discussed in Tseng et al. (2004),  
two different tactics, namely TB and DB, are presented.  
In the former, the master node decides whether to send its 
report to the gateway (sink), and in the latter, it waits  
and carries the results until a special condition is met. 
CADR (Liu et al., 2005) and IDSQ (Chu et al., 2002) 
feature an information-driven routing strategy for  
directing queries to the source of information and vice 
versa. The Trail’s find-centric approach can also be used  
as a querying mechanism (Kulathumani et al., 2007).  
The STUN structure (Kung and Vlah, 2003), DAT/Z-DAT 
(Lin et al., 2006), OCO (Tran and Yang, 2006) and the 
heuristic method in Lee et al. (2006) all make use of a tree 
structure for the transmission of both queries and results.  
In most tracking methods, however, the specifics of the 
routing decisions are avoided as an issue, and instead 
tracking reports are simply assumed to be delivered to the 
sink(s) via a single-hop connection or else through using 
some multi-hop routing algorithm. 

Localisation algorithms as well as the nodes’ location 
information are also indispensable to the tracking systems. 

It can be viewed as a mandatory assumption that nodes 
know their location and that this knowledge be exchanged 
amongst immediate neighbours. The location information 
can either be set in nodes a priori, or it can be acquired 
using a localisation algorithm whose overhead essentially 
adds up to the preprocessing stage. In part of the existing 
schemes, a central node (e.g., ‘root’ in OCO (Tran and 
Yang, 2006) and Lee et al. (2006), ‘sink’ in DCS (Ji et al., 
2004) and CODA (Chang et al., 2008), ‘BS’ in PES  
(Xu et al., 2004), DPR (Xu et al., 2004) and PREMON 
(Goel and Imielinski, 2001)) which is aware of the locations 
of all nodes, computes the continuous target’s boundary  
or the discrete target’s whereabouts. 

As a final remark, it is worth mentioning that we had no 
intention to come up with an exhaustive comparative study 
in this section; in effect, Table 3 could still be extended  
to account for contrasting object tracking systems w.r.t. 
their prediction strategies, architecture or style of operation 
(e.g., centralised vs. distributed), the specifics of their 
underlying structure (e.g., static vs. dynamic clustering), and 
the sensitivity of the algorithms in the face of varying object 
directions and speeds. 

6 Open issues and research directions 

Object tracking has recently emerged as a significant part of 
the WSN’s mainstream of research; however, many aspects 
of the problem still give rise to a number of interesting open 
issues, some of which are discussed in this section. 

As new object tracking methods are contributed to the 
existing literature, classification with reference to a richer 
set of criteria becomes necessary. On the basis of the 
functioning layer, for instance, some methods may operate 
at the network level while others are particularly intended 
for higher layers, or even as is the case with LESOP (Song 
and Hatzinakos, 2007), the proposed scheme might be a 
multi-layer architecture with each layer addressing a 
specific aspect of the tracking problem. We characterised  
a complete object tracking solution as a synergistic  
system of application-layer CSP-based algorithms and 
network/transport-layer communications-oriented protocols; 
however, the investigation and classification of tracking 
systems through the prism of CSP-based concepts, such as 
data fusion strategies, estimation algorithms, identity 
management (Oh et al., 2005; Shin et al., 2003), etc. call for 
a dedicated research study. 

When considering the effects of other layers and 
services, many links to the topic of ‘multicast protocols’  
in sensor networks have also to be taken into account.  
In this style of communication, also referred to as Mobicast, 
data transmission takes place between groups of nodes.  
The works discussed in Chen and Ann (2005) and  
Huang et al. (2004), and more recently in Wang et al. (2008) 
specifically deal with this issue. In their recent survey in 
Bhatti and Xu (2009), Bhatti and Xu have considered the 
“Mobicast message based” tracking algorithms as a separate 
group in their classification whose main objective is to 
predict target moving directions and to wake up appropriate 
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nodes before target arrival. Within our perspective, these 
protocols can be subsumed under either the cluster or 
leader-based protocols with prediction capability. However, 
a more in-depth assessment is required to explore the 
efficacy of these protocols for object tracking scenarios. 

As discussed in the previous section, a majority of the 
existing tracking schemes are subject to target loss and 
feature no specific recovery mechanism in response. 
Additionally, in tracking methods equipped with a recovery 
procedure, such as DOT (Tsai et al., 2007) or the  
dynamic clustering algorithm in Chen et al. (2004), 
extensive evaluations would be required, especially in 
scenarios with high velocity targets, to ensure the efficiency 
of the system. Tracking schemes with the ability of recovery 
from target loss can essentially be grouped as fault-tolerant 
or reliable protocols. 

Yet another important direction of research is concerned 
with the MTT problem. For instance, the implications of 
tracking a number of targets moving in close proximity to 
each other on cluster or tree formation have not been 
investigated in the relevant schemes; instead, it is mostly 
assumed that targets maintain a sufficiently spaced apart 
condition and that each target is to be tracked by a dedicated 
cluster. Identity management schemes can be exploited to 
address the issue of targets with converging trajectories  
(Oh et al., 2006; Shin et al., 2003), albeit at the expense  
of significant computational overhead especially in the 
presence of a large number of objects. 

The issue of MTT also needs to be extended  
beyond network level functions (e.g., coverage or data 
dissemination) to entail application level tasks as well.  
A promising direction in this area is tied up with the  
notion of multiple mission assignment first introduced in 
Rowaihy et al. (2007), and complemented in Bar-Noy et al. 
(2008) and Rowaihy et al. (2008). In this problem,  
it is required that a sensor node be assigned to at most one  
of the missions it is eligible for; whereas, it is considered 
legitimate for a mission to receive utility from multiple 
sensors. The problem of multiple mission assignment also 
gives rise to the issue of node reassignment; i.e., a node 
already assigned to a particular mission may later be 
required to be reassigned to another mission as it might be 
considered to be more helpful if it takes up the new post. 
Exploring the effects of such node reassignments  
on missions and the pertaining costs as well as the 
generalisation of multiple mission assignment through  
the investigation of the possibility or the implications of 
assigning a sensor to more than one mission puts forth an 
interesting area of research. Moreover, a network consisting 
of multi-modal sensors is able to detect different targets.  
In such networks, it might be desired to be able to activate 
the most appropriate modality in a particular sensor and 
then have it assigned to a mission depending on the priority 
of the object to be tracked. To the best of our knowledge, 
this issue has also not been approached before. 

The optimisation of tracking protocols from the 
perspective of both the network structure as well as the  
 

application-specific requirements (e.g., MTT) is another 
significant topic of interest. To the best of our knowledge, 
the only method which leverages on optimisation techniques 
to set up a tree structure has been proposed in Lee et al. 
(2006), which is essentially a centralised algorithm with a 
heuristic initiative to reach near optimal solutions of the LP 
formulation of the problem. However, given the large 
overhead typical of centralised WSN algorithms, a 
promising direction would be the investigation of 
distributed schemes for achieving near optimal solutions, 
such as the iterative algorithms defined within the Network 
Utility Maximisation (NUM) framework (Chiang et al., 
2007). In addition, such optimisations might require the 
mapping of quality of tracking criteria, defined at the 
application level, to lower level parameters which give  
the necessary foundation to measure the performance  
of the tracking protocols. Currently, we are working on 
defining specific quality of tracking measures, such as 
robust detection and maximum target separability,  
for the MTT problem. Similar ideas are also applicable  
for clustering techniques especially in the context of MTT 
or in designing tracking-specific MAC protocols (Swami  
et al., 2007). 

Aside from layered optimisation, network-centric 
tracking protocols can also be designed for cross-
optimisation with the other layers; for instance, as pointed 
out in Section 2.2, the joint optimisation of MAC and 
network-centric protocols is left as an open issue. Similarly, 
the application layer tracking protocols (e.g., CSP-based 
MMT algorithms) or even common services such as  
in-network data aggregation has the potential for the joint 
design and distributed implementation in companion with 
network-centric protocols. 

A relatively unexplored area is the performance 
evaluation of OTSNs with precise mathematical models  
and with respect to quality of tracking parameters.  
The evaluation or comparison of tracking methods with  
different structures such as tree, cluster or leader has  
also not been undertaken yet. Quality parameters might 
encompass many aspects of the tracking problem; for 
instance: reliability of tracking in the presence of noisy 
measurements (Aslam et al., 2003), reliable delivery  
of a large number of measurements to the sink with  
minimal human intervention (Cinque et al., 2006),  
fault tolerance in detection and classification of targets 
(Clouqueur et al., 2004; Ding et al., 2005) and finally, 
extracting the target movement patterns for predicting the 
future target movements which comes in handy for reducing 
errors once combined with data mining methods (Tseng and 
Lu, 2009; Tseng and Lin, 2007) or Markov models (Peng et 
al., 2006). 

As a final note, it might be worth mentioning that as the 
applications of OTSNs extend beyond military and industry, 
making impressions also on the crowded urban and natural 
environment scenarios, a new set of problems and/or issues 
is raised in this field, which in turn opens up new research 
opportunities for the interested community. 
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7 Concluding remarks 

In this paper, the latest trends in mobile object tracking  
for WSNs have been investigated with the main  
emphasis put on the exploration of schemes from the 
communications-oriented and network-centric standpoints. 
We identified some tracking-centred design factors for 
consideration in both WSN services and in the other layers 
of the communication architecture as well as the parameters 
affecting the quality of tracking. We have categorised 
typical OTSN deployment scenarios with respect to the 
number of objects, type of the objects and modality of the 
sensors. Furthermore, the key modules comprising an object 
tracking system have been classified as either CSP-based 
algorithms or network-centric protocols. From the 
viewpoint of the WSN layered communication model, 
network-centric protocols may preferably be implemented 
within the network or the transport layers of the 
communication architecture. 

The network-centric object tracking protocols, from the 
structural perspective, have been subsumed under the 
cluster-based, tree-based and leader-based categories.  
We presented a moderate overview and discussion of the 
existing schemes, pointed out their pros and cons, and also 
contrasted the approaches with reference to their 
competitive features. The major findings drawn from this 
comparison can be listed as follow:  

• tree-based methods inflict larger overhead in contrast 
with cluster and leader-based methods 

• tree- and leader-based schemes scale poorly in 
comparison with cluster-based methods, mainly on 
account of the costly expansion of their structures 

• in order to inactivate unnecessary nodes, it is strongly 
recommended to either exploit regular structures or else 
make use of some prediction-based scheme. 

Besides the issues and the shortcomings associated with  
the current techniques, we believe that an extensive menu  
of open research problems exists for object tracking  
in WSNs, some of which have been highlighted in this 
paper. 
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