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Introduction

� Reference:

– Ghamlouche, I., Crainic, T.G., Gendreau, M.: Path 

relinking, cycle-based neighbourhoods and capacitated 

multicommodity network design. Ann. Oper. Res. 131, 

109–133 (2004)



Introduction

� Path relinking

– has been proposed as a method to better explore the 

solution space of complex problems when a set of 

promising, or elite solutions is known 

– The fundamental idea is to build a solution path between 

two elite solutions, using their attributes to guide the two elite solutions, using their attributes to guide the 

generation of intermediary solutions.

– This process is supposed to yield solutions that combine the 

“good” characteristics of the starting solutions and that 

improve the set of elite solutions and, eventually, the 

overall best.



Introduction

� The contributions of this work are: 

– 1) a new meta-heuristic for the CMND that outperforms the 

current best approximate methods

– 2) a successful development of a path relinking method to a 

difficult combinatorial optimization problem

– 3) an enhancement of our understanding of the behaviour of – 3) an enhancement of our understanding of the behaviour of 

path relinking as a search method



2. Path Relinking2. Path Relinking



Path Relinking

� Path Relinking

– Introduced by Glover (1997), 

– Path relinking is a meta-heuristic that operates on a set of 

elite solutions, called the reference set, and generates paths 

between solutions in this set to create improved new ones.

� Initial solution & guiding solution� Initial solution & guiding solution

– Starting from an initial solution, the primary goal of the 

search is to find a path towards another, guiding solution, 

by performing moves that progressively introduce into the 

current solution attributes of the guiding solution.



Path Relinking

� Move in Path Relinking

– The method does not progress by choosing a “best” move 

from the neighbourhood, but rather by selecting the “best” 

move from a restricted set of moves that incorporate some 

or all of the “good” attributes of the guiding solution.

– This exploration allows the search to perform moves that – This exploration allows the search to perform moves that 

may be considered unattractive according to the objective 

function value but which appear essential in reaching 

solutions with given characteristics.



Path Relinking

� Path Relinking & Tabu Search

– Path relinking has been proposed in connection with tabu 

search.

– Laguna, Marti and Campos (1999) propose an algorithm 

based on tabu search with strategies for search intensication

and diversication for the linear ordering problem. and diversication for the linear ordering problem. 

– The method uses path relinking for search intensication. 

– Elite solutions are selected as the best solutions found 

during the entire search, while initial solutions are local 

optima.



Path Relinking

� General Path Relinking Procedure 

– This paper investigates the implementation of path 

relinking to the CMND. 

– The method starts with a tabu search phase using the 

algorithm of Ghamlouche, Crainic, and Gendreau (2001) to 

build the reference set. build the reference set. 

– When a predefined number of consecutive moves without 

improvement is observed, the method switches to a path 

relinking phase that stops when the reference set becomes 

empty (cardinality ≤ 1). 

– Then, either stopping conditions are verified, or the 

procedure is repeated to build a new reference set.



Path Relinking

� General Path Relinking Procedure 

� 1: Generate a starting set of solutions using the cycle-based tabu 

search

� 2: Designate a subset of solutions to be included in the 

reference set

– While the reference set cardinality > 1– While the reference set cardinality > 1

� Select two solutions from the reference set

� Identify initial and guiding solutions

� Remove initial solution from the reference set

� Move from initial toward guiding solution, generating intermediate solutions

� Update the reference set

� 3: Verify stopping criterion: Stop or go to 1:



Path Relinking

� Three main components of the path relinking method 

– Identification of the reference set.

– Choice of the initial and guiding solutions.

– Identification of the neighbourhood structure and the 

guiding attributes.



2.1 Identification of the Reference Set2.1 Identification of the Reference Set



Identification of the Reference Set

� What solutions are included in the reference set R, 

how good and how diversified they are, have a major 

impact on the quality of the new generated solutions. 

� In our implementation, R is built during the tabu 

search phase and subsequently enriched during the 

path relinking phase. path relinking phase. 

� We study six strategies corresponding to different 

ways to build R.



Identification of the Reference Set

� Strategy S1

– R is built using each solution that, at some stage of the tabu 

search phase, improves the best overall solution and 

become the best one. 

– The goal of this strategy is to link overall improving 

solutions.solutions.



Identification of the Reference Set

� Strategy S2

– retains the “best” local minima found during the tabu search 

phase. 

– This strategy is motivated by the idea that local minimum 

solutions share characteristics with optimum solutions. 

– One then hopes that linking such solutions yields improved – One then hopes that linking such solutions yields improved 

new ones.



Identification of the Reference Set

� Strategy S2

– In this Figure, solutions 2, 3, 4, and 5 are members of R

when its dimension is limited to 4.



Identification of the Reference Set

� Strategy S3

– selects R-improving local minima, that is local minimum 

solutions that offer a better evaluation of the objective 

function than those already in R. 

– The idea is to introduce a time dimension in the selection 

process - often better solutions are encountered once the process - often better solutions are encountered once the 

search has proceeded for some time - without loosing 

potentially good solutions found early on during the search.



Identification of the Reference Set

� Strategy S3

– if solutions 1 and 2 are already in R, only solutions 3 and 4 

are admitted to this set.



Identification of the Reference Set

� Strategy S4

– represents a first attempt to allow solutions to be retained in 

R not only according to an attractive solution value but also 

according to a diversity, or dissimilarity criterion. 

– Define Db
s, the level of dissimilarity between solution s and 

the best solution b, as the number of arcs with different the best solution b, as the number of arcs with different 

status between the two solutions:

– where,



Identification of the Reference Set

� Define also the median position of all solutions si œ R, 

relatively to the best solution b as:

– Where |R| denotes the dimension of the reference set.

� A solution s is then included in R if it improves the 

best overall solution, or if it improves the worst 

solution and its level of dissimilarity exceeds the 

median:



Identification of the Reference Set

� Building R According to Strategy S4:

� For a given candidate solution s

– If R is not full, Add s to R

– Else, If s is the best overall solution,

– Replace the worst solution in R by s

– Else, If s is better than the worst solution in R

� Compute Median

� Compute 

� If         > Median;

– Replace the worst solution in R by s



Identification of the Reference Set

� Strategy S5

– aims to ensure both the quality and the diversity of 

solutions in R. 

– Starting with a large set of (“good”) solutions S, R is 

partially filled with the best solutions found, to satisfy the 

purpose of quality. purpose of quality. 

– It is then extended with solutions that change significantly 

the structure of the solutions already in R to ensure 

diversity. 



Identification of the Reference Set

� Building R According to Strategy S5:

– 1. Initialize the reference set R with solutions satisfying 

strategy S1.

– 2. For each solution s œ {S \ R}, compute the level of 

diversity        between solution s and all solutions si œ R

– 3. Extend R with solutions s œ {S \ R} that maximize 



Identification of the Reference Set

� Strategy S6

– proceeds similarly to S5 with the difference that R is 

extended with solutions close to those already in R. 

– This strategy aims to intensify the search by grouping good 

solutions with similar designs 

– To build R, strategy S6 implements the first two steps used – To build R, strategy S6 implements the first two steps used 

for strategy S5, then extends it with solutions s œ {S \ R}, 

that minimize 



2.2 Choice of the Initial and Guiding 
SolutionsSolutions



Choice of the Initial and Guiding Solutions

� The choice of the initial and guiding solutions is also 

critical to the quality of the new solutions and, thus, 

the performance of the procedure. 

� We investigate the effect of the six strategies



Choice of the Initial and Guiding Solutions

� Strategy C1

– Guiding and initial solutions are defined as the best and 

worst solutions, respectively.

� Strategy C2

– Guiding solution is defined as the best solution in the 

reference set, while the initial solution is the second best reference set, while the initial solution is the second best 

one.

� Strategy C3

– Guiding solution is defined as the best solution in the 

reference set, while the initial solution is defined as the 

solution with maximum distance from the guiding solution.



Choice of the Initial and Guiding Solutions

� Strategy C4

– Guiding and initial solutions are chosen randomly from the 

reference set.

� Strategy C5

– Guiding and initial solutions are chosen as the most distant 

solutions in the reference set.solutions in the reference set.

� Strategy C6

– Guiding and initial solutions are defined respectively as the 

worst and the best solutions in the reference set.



2.3 Neighbourhood Structure and 
Guiding AttributesGuiding Attributes



Neighbourhood Structure and Guiding Attributes

� The two versions of the cycle-based neighbourhood 

used in the tabu search procedure: 

– The basic version that considers all flows on arcs, 

� This brings about significant modifications

– The intensification version deviates only a commodity at 

the time.the time.

� This yields more limited changes.



Neighbourhood Structure and Guiding Attributes

� The aim of the path relinking procedure is to introduce 

progressively attributes of the guiding solution into 

new solutions obtained by moving away from an 

initial point. 

� This requires small but purposeful movements and, 

thus, we use the second variant of the neighbourhood thus, we use the second variant of the neighbourhood 

structure considering flow deviations of only one 

commodity at a time. 



Neighbourhood Structure and Guiding Attributes

� Consequently, for the path relinking phase, the set Γ 

becomes Γp, defined as the set of the positive flow of 

commodity p on each of the open arcs of the 

corresponding network:



Neighbourhood Structure and Guiding Attributes

� Moves from the current solution to a neighbouring one 

during path relinking must direct the search towards 

the guiding solution.

� Thus, cycles of interest are those that introduce 

attributes (i.e, arcs) present in the guiding solution. 

To apply this the set of the candidate links C becomes � To apply this the set of the candidate links C becomes 

Cr, the set of all arcs with a different status in the 

initial solution si and the guiding solution sg:



Neighbourhood Structure and Guiding Attributes

� Similarly, sets Cr(γ)  Œ Cr include now all arcs (i, j) œ

Cr that can support a movement of  units of flow. 

� To select among the various possible paths between 

the two reference solutions, we move from the initial 

solution toward the guiding solution by selecting at 

each step the “best” move with respect to the each step the “best” move with respect to the 

improvement in the objective function. 

� That is, cycles that include arcs in Cr are evaluated and 

a move is performed toward the “best” one.

� This neighbour becomes the new current solution, 

even if it is worse than the previous one.



2.4 The Overall Procedure2.4 The Overall Procedure



The Overall Procedure

� To sum up, the procedure combines cycle-based tabu 

search and path relinking and alternates between the 

two. 

� After an initialization phase, the search proceeds with 

the tabu search to initialize the reference set R

according to one of the mentioned strategies. according to one of the mentioned strategies. 

� The method then switches to a path relinking phase. 

� Initial and guiding solutions are selected in R 

according to one of the mentioned criteria. 

� The search proceeds by moving towards the guiding 

solution.



The Overall Procedure

� Path Relinking Procedure

� Initialization

– Generate an initial feasible solution to initiate BestSolution and 

CurrentSolution

� Main search loop

– Repeat the following until a stopping condition is met– Repeat the following until a stopping condition is met

– Perform one tabu search iteration to get a new current solution

– Add current solution to R if it satisfies the requirements of 

strategy Si

– If path relinking is to be launched,

� Extend R if strategy S5 or S6 is used

� Perform Main Path Relinking Loop



The Overall Procedure

� Notice that, due to the nature of the neighbourhoods 

used, there is no guarantee that the guiding solution 

will be reached. 

� One cannot, therefore, stop the process only if the 

current and the guiding solutions are the same. 

We then define ∆ as the number of arcs with � We then define ∆IG as the number of arcs with 

different status between the initial and the guiding 

solutions and we allow the search to explore a number 

of solutions not larger than ∆IG .



3 Experimental Results3 Experimental Results



Experimental Results

� The objectives of the experiments is to calibrate and 

analyze the proposed path relinking procedure.

� The calibration phase aims:

– Identifying appropriate values for the key parameters, and

– Explore the impact on the solution quality of each 

combination of combination of 

� Strategies to build the reference set, and

� Strategies to select initial and guiding solutions. 



Experimental Results

� The computer code is written in C++. 

� The exact evaluation of the capacitated 

multicommodity network flow problems is done using 

the linear programming solver of CPLEX 6.5 (1999). 

� All tests were conducted on 

– one 400MHz processor of a 64-processors Sun Enterprise 

10000 

– with 64 Gigabyte of RAM, 

– operating under Solaris 2.7. 

� Computing times are reported in CPU seconds.
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Parameter Settings

� Two parameters have to be calibrated: 

– The cardinality of the reference set |R| 

� Three values, 6, 8, and 15, were tested for |R|

– The criteria to launch a path relinking phase (PRstart)

� The path relinking phase is started after a number of iterations of 

the tabu search procedure without improvement of the best value of the tabu search procedure without improvement of the best value of 

the objective function. 

� We retained 10, 20, and 50 iterations for this parameter, 

� Thus, in total, 9 sets of parameters were tested.



Parameter Settings

� Strategies S3 and C1, for building the reference set and 

selecting initial and guiding solutions, respectively, 

were used for these tests. 

� Experiments were conducted on 10 problems covering 

networks from 100 to 700 design arcs and from 10 to 

400 commodities. 400 commodities. 

� This is similar to Ghamlouche, Crainic, and Gendreau

(2001).



Parameter Settings

� For each parameter set, we run the path relinking

algorithm 3 times on each problem.

� The average gap for each problem was calculated as 

the average of the gaps between the path relinking

solutions and the best known solution for the same 

problem problem 

– that of the branch-and-bound procedure of CPLEX 6.5, 

when available, or 

– that obtained by Ghamlouche, Crainic, and Gendreau 2001, 

otherwise. 



Parameter Settings

� The average gap assigned for each parameter set is the 

average of the average gaps of all problems. 

� Moreover, we assign to each problem a score from 9 to 

1 for each parameter set. 

� This score depends on the value of the average gap 

and is determined as follows: and is determined as follows: 

– For each problem, a score of 9 is assigned to the parameter 

set giving the lowest average gap over 3 runs, 

– a score of 8 is assigned to the parameter set giving the 

second lowest average gap, and so on. 

– The total score assigned to a parameter set is the sum of 

scores assigned to this set for each problem.



Parameter Settings

� Average gaps and scores for each parameter set are:



Parameter Settings

� The results indicate that increasing the dimension of 

the reference set is not necessarily beneficial. 

� In fact, the results point to the parameter set |R| = 6 

and PRstart = 20 as the most effective: 

– it offers the lowest average gap and the highest score. 

� This setting was used in all the experiments reported in 

the rest of this section.
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Path Relinking Strategies

� We tested all combinations of strategies in order to 

identify the best way to build 

– the reference set (strategy Si) and 

– to select initial and guiding solutions (strategy Cj). 

� The best (Si, Cj) combination was then used for the 

extensive experimental analysis of the path relinkingextensive experimental analysis of the path relinking

procedure.



Path Relinking Strategies

� The same 10 problems used to calibrate the parameter 

settings were also used here.

� Moreover, each run is repeated 3 times. 

� Thus, since there are 36 possible combinations of 

strategies, a total of 10 * 3 * 36 =1080 runs were 

performed. performed. 

� All strategies have been run for the same number of 

iterations. 

� The performance of each combination of strategies is 

measured as the average improvement in solution 

quality, compared to the corresponding result of the 

cycle-based tabu search.



Path Relinking Strategies

� Average improvement over cycle-based tabu search



Path Relinking Strategies

� The conclusion 

– is that path relinking offers a consistently better 

performance in terms 

� The table identifies strategies S3 and C5 as offering 

the best results. 

This set was therefore retained for our experimental � This set was therefore retained for our experimental 

analyses.



Path Relinking Strategies

� The combination (S3, C5) offers a combination of 

– Strategy S3: very good solutions obtained over time - local 

optima better than the current best in R - and 

– Strategy C5: guiding and initial solutions are chosen as the 

most distant solutions in the reference set.

� This combination proceeds towards the best solution in � This combination proceeds towards the best solution in 

the reference set. 



Path Relinking Strategies

� It is noteworthy that the second best couple of 

strategies, (S3, C3) is of a very similar structure. 

� The success of these combinations confirms the 

importance of, 

– First, the presence of elite solutions in the reference set and,

– Second, relinking strategies that diversify the solutions 

considered. 

� This emphasizes the diversification effect of path 

relinking and supports some of the conclusions of 

Laguna and Armentano (2001).
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Influence of Sampling

� We investigate the impact of randomness on the 

robustness of the cycle-based tabu search and path 

relinking procedures.

� The solutions produced in different runs are generally 

different. 

Relatively large differences usually signal a significant � Relatively large differences usually signal a significant 

impact of the random factors and a somewhat less 

robust method.



Influence of Sampling

� We run both the path relinking and the cycle-based 

tabu search meta-heuristics 3 times on each of the 

problems used for experimentation. 

� For each problem, the relative gap between solutions 

produced over the 3 runs is computed as the 

percentage gap between the worst and the best solution percentage gap between the worst and the best solution 

relative to the worst solution.



Influence of Sampling

� This figure displays the relative gap distributions for the two procedures. 



Influence of Sampling

� Relative gaps are grouped within intervals of 0.25 

points of percentage. 

� In each interval, the black and white columns are 

associated to the path relinking and tabu search, 

respectively, and represent the number of problems 

with results in the specic range. with results in the specic range. 



Influence of Sampling

� Two conclusions emerge from the figure 

– First, the relative gaps for both meta-heuristics are tight and 

the methods appear robust. 

� In fact 74% of the problems solved with both meta-heuristics 

present a relative gap less than or equal to 2%. 

– Second, path relinking is even less influenced by sampling – Second, path relinking is even less influenced by sampling 

and is more robust. 

� This follows from the fact that sampling is replaced 

during the path relinking phase by a deterministic way 

to select the candidate links in C.
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Result Analysis

� To evaluate the performance of the path relinking

algorithm proposed in this paper, we compare its 

output to 

– the results of the cycle-based tabu search (Ghamlouche, 

Crainic, and Gendreau 2001) and 

– to the optimal solutions obtained using the branch-and-– to the optimal solutions obtained using the branch-and-

bound algorithm of CPLEX 6.5

� The same two data sets of networks used by 

Ghamlouche, Crainic, and Gendreau (2001) were also 

used to test the path relinking method.



Result Analysis



Result Analysis



Result Analysis



Result Analysis



Result Analysis

� PROB column

– Problems are identified in the first column by the number of 

nodes, arcs, and commodities, as well as two letters 

summarizing the fixed cost and capacity information. 

� The OPT column 

– corresponds to the solution of the branch-and-bound – corresponds to the solution of the branch-and-bound 

algorithm solved using CPLEX 6.5 (1999) on the same 

computer. 

– A limit of 10 hours was imposed. 

– An X indicates that the procedure has failed to produce a 

feasible solution within this time limit

– A t indicates that the procedure stopped due to a time limit 

condition.



Result Analysis

� To facilitate comparisons in terms of solution quality 

and computation time, the cycle-based tabu search and 

the path relinking algorithm were run 3 times for each 

problem.

� TC and AV.TC columns 

– hold respectively the best and the average solution of the – hold respectively the best and the average solution of the 

cycle-based tabu search, 

� PR and AV.PR columns 

– display the best and the average solution found by the path 

relinking approach. 



Result Analysis

� The figures in parentheses in the first three columns 

represent total computation times in CPU seconds. 

� The corresponding figures in columns AV.TC and 

AV.PR represent the average total computation times 

in CPU seconds.

IMPROV column � IMPROV column 

– displays the percentage of improvement of the average path 

relinking solution relative to that of the cycle-based tabu 

search (i.e AV.TC).



Result Analysis

� First Observation

– The path relinking procedure displays a satisfactory 

behavior. 

– Comparing columns TC and PR, one observes that path 

relinking obtains the optimal solutions for 5 problems 

compared to 2 for TC and improves the best solutions compared to 2 for TC and improves the best solutions 

found by cycle-based tabu search for 37 problems out of 41. 

– The same behavior is also observed when average solution 

values are compared: 

� The overall performance is clearly superior for the path relinking

approach. 

� The performance of path relinking also appears consistent over the 

range of problems, including relatively large ones in terms of number 

of arcs (e.g., 700) and commodities (e.g., 400).



Result Analysis

� When branch-and-bound failed to identify a feasible 

solution within 10 hours CPU time, the proposed 

algorithm has identified best-known solutions for these 

problems with a reasonable computational effort.



Result Analysis

� Second Observation

– The second observation concerns the computing effort. 

– Indeed, despite of the fact that the path relinking procedure 

is stopped on the same criterion as the cycle-based tabu 

search, 400 iterations, 

– The tables indicate that the computational time for the path – The tables indicate that the computational time for the path 

relinking procedure is often significantly shorter.

– This follows principally from the reduced number of 

resolutions of the multicommodity capacitated network 

flow problem and the fact that the dimension of the 

neighbourhood used during the path relinking phase is 

smaller.



Result Analysis

� Distribution of relative gaps



Result Analysis

� The table displays the distribution of the optimality 

gaps relative to CPLEX branch-and-bound for both the 

cycle-based tabu search and the path relinking

procedures. 

� Values are calculated for both the best and average 

solutions. solutions. 



Result Analysis

� Columns 

– Columns PSet identifies the problems set, 

– the X column indicates the number of problems where 

branch-and-bound did not find a feasible solution (in 10 

hours), 

– the opt column indicates the number of optimal solutions – the opt column indicates the number of optimal solutions 

found by the meta-heuristics, and 

– the imp column displays the number of problems where the 

meta-heuristic solution is better than the one found by 

branch-and-bound after 10 hours of computation. 

– The next six columns correspond to the indicated gap 

intervals.



Result Analysis

� The results displayed in the table show that path 

relinking obtains a larger number of optimal solutions 

than the cycle-based tabu search. 

� Moreover, the distribution of the gaps indicates that 

path relinking solutions are closer to the optimum than 

those of the cycle-based tabu search, in terms of both those of the cycle-based tabu search, in terms of both 

best and average solution values. 

� On average, for problems in sets C, path relinking

obtains gaps of 2.32%, respectively,



The EndThe End


